UNITED STATES ENVIRONMENTAL PROTECTION AGENCY

REGION 10
)
IN THE MATTER OF: )
) COMPLAINANT’S REBUTTAL
) PREHEARING EXCHANGE
)
Special Interest Auto Works, Inc. and ) Docket No. CWA-10-2013-0123
Troy Peterson, an Individual )
)
Kent, WA )
)
Respondents. )
)

Pursuant to 40 C.F.R. § 22.19, and the Presiding Officer’s Order of January 17, 2014,
Complainant Environmental Protection Agency (“Complainant” or “EPA”) submits its Rebuttal
Prehearing Exchange. For purposes of this Rebuttal Prehearing Exchange, “Site” refers to the
property located at 25923 78" Avenue South, Kent, WA, 98032 on which Respondents operate
an auto salvage yard.

. COMPLAINANT’S WITNESSES AND SUPPLEMENTAL BRIEF NARRATIVE
SUMMARY OF EXPECTED TESTIMONY

Complainant provided a list of proposed fact and expert witnesses in Complainant’s Initial
Prehearing Exchange. Complainant has identified an additional witness:

Sandra Brozusky (fact witness): Ms. Brozusky has 6 years of experience as an

Environmental Protection Specialist in the Inspection and Enforcement Management Unit in

EPA Region 10’s Seattle, Washington Office, where she specializes in multi-media

inspections conducted under the Clean Water Act, NPDES and the Clean Air Act. She has

conducted roughly 140 inspections during this time, of which approximately one-third

included water sampling. Prior to the EPA, she had 2 years of experience as an inspector for
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the Northwest Clean Air Agency. Ms. Brozusky visited the Special Interest Site on two
occasions. She will testify regarding her observations of the Site during the inspection, her
activities related to the collection of water samples, the procedures for collecting samples and
transmitting the samples to the laboratory, and the consistency of her sampling effort with
generally accepted protocols for water sampling.

Additionally, Complainant wishes to supplement the brief narrative summary of the
following witnesses. These supplemental summaries are responsive to Respondent’s Prehearing
Exchange.

1. Ms. Laurie Mann (fact witness): In addition to the matters described in the brief narrative
summary of Ms. Mann’s testimony as part of Complainant’s Initial Prehearing Exchange,
Ms. Mann will testify regarding the EPA approved water quality standards and designated
uses for the Green River-Duwamish watershed, including the designation of salmonid
spawning for that portion of the Green River adjacent to the Special Interest Site. Ms. Mann
will also explain the CWA § 303(d) requirement to identify pollution sources, and to
consider the cumulative impacts of multiple pollutant sources on impaired waters. Ms. Mann
will describe what is known about the nature and extent of impaired waters in the Green
River and Duwamish watershed, and will testify that all sources of metal contamination in
the Green River need to be reduced in order to improve water quality in the Lower
Duwamish River.

Ms. Mann will further testify that Ecology’s water quality standards are designed to
protect the Green River for salmon migration and rearing and that just west of the Special

Interest Site, Ecology’s “use” designations for the Lower Green River expand to include the
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rearing of juvenile salmon, including salmon that are designated as “threatened” under the
Endangered Species Act.

Ms. Mann will testify that the Lower Duwamish Waterway is located 20 miles
downstream of the Site, and is identified as being impaired by over 60 different pollutants,
including each of the pollutants detected at the Site. She will testify as to EPA’s findings that
the cumulative impact of pollution from the Green River, including metal contamination, is
contributing to sediment and fish tissue impairments in the Lower Duwamish River.

2. Mr. Burt Shephard (expert witness): In addition to the matters described in the brief
narrative summary of Mr. Shephard’s testimony as part of Complainant’s Initial Prehearing
Exchange, Mr. Shephard will testify that both individual chemicals and chemical mixtures
can adversely affect fish and other aquatic and aquatic-dependent species in both the
immediate vicinity of and downstream from Special Interest Auto.

Mr. Shephard will testify that multiple types of contaminants, including metals,
petroleum products, and other organic chemicals such as those found in antifreeze/engine
coolants and air conditioning refrigerants can all be released from automobile wrecking
facilities. All of these chemicals can be toxic to fish and other aquatic and aquatic-dependent
species. EPA established and has maintained since 1981 an extensive database of chemical
concentrations known to elicit toxicity to aquatic species. This database, called ECOTOX

(www.epa.gov/ecotox) currently contains more than 400,000 test records covering 5,900

aquatic and terrestrial species and 8,400 chemicals, and includes references allowing the user
to find the original publications from which the toxicity data were obtained. Based on the
available toxicity information, Mr. Shephard will discuss the likelihood that contaminants

released from the facility may have adverse effects on the survival, reproduction and growth
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of the aquatic and aquatic-dependent species present in the vicinity of Special Interest Auto
Works. He will also discuss the process by which contaminant exposure and contaminant
toxicity information are integrated to evaluate and identify contaminant effects on aquatic
and aquatic dependent species.

Mr. Shephard will testify that metals such as those found in the sample taken at the
facility can be toxic to fish, aquatic plants, and other aquatic life. He will also testify that
metals associated with solid particulates can settle to bottom sediments of water bodies and
destroy bottom-dwelling invertebrates, plants, or incubating fish eggs via chemical toxicity,
physical toxicity, or a combination of both toxicity routes.

1. COMPLAINANT’S REBUTTAL DOCUMENTS AND EXHIBITS

CX -39 Map of Potentiometric Surface in the Qva Aquifer and Water Levels in the
Qal Aquifer South King County Groundwater Management Area
(Department of Natural Resources, February 2000)

CX-40 EPA Stormwater Phase 11 Final Rule Conditional No Exposure for Industrial
Activity Fact Sheet (January 2000 — revised December 2005)

CX-41 EPA ECO Update/Ground Water Forum Issue Paper — Evaluating Ground-
Water/Surface-Water Transition Zones in Ecological Risk Assessments
Report (July 2008)

CX-42 EPA Guidance on the Development, Evaluation, and Application of
Environmental Models Report (March 2009)

CX-143 Effect of Urban Soil Compaction on Infiltration Rate (Journal of Soil and
Water Conservation; May/June 2006; ProQuest Research Library pg. 117)

CX-44 Excerpt from Soil and Water Physical Principles and Processes Book (Daniel
Hillel)

CX-45 EPA Generic Quality Assurance Project Plan for the Industrial Stormwater

Inspections Report (November 2011)

CX-146 Assessment of Current Water Quantity Conditions in the Green River Basin
Report (Northwest Hydraulics Consultants, Inc. September 2005)
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CX -47 EPA Industrial Stormwater Fact Sheet Series Sector M: Automobile Salvage
Yards (December 2006)

CX-48 Photo (Specialty Interest Auto Works, Inc. April 2013)
CX-49 Excerpt from Groundwater Hydrology Second Edition (David Keith Todd)

CX-50 Ground Water and Surface Water - A Single Resource (U.S. Geological
Survey Circular 1139 1998)

CX-51 Ecology Economic Impact Analysis National Pollutant Discharge Elimination
System (NPDES) Wastewater Discharge General Permit (May 2009)

CX-52 Western Washington Hydrology Model Version 3.0 User Manual

(August 2006)

CX-53 Soil Science Society of America Proceedings Journal - Hydrologic and
Morphologic Implications of Anisotropy and Infiltration in Soil Profile
Development (1969)

CX-54 Puget Sound Salmon Recovery Plan (January 2007)

CX-55 Ecology Industrial Stormwater Gross Revenue Information (Fiscal
Year 2013

CX-56 Chain of Custody
CX-57 Sampling Field Notes
Il. COMPLAINANT’S REBUTTAL TO THE FACTUAL AND LEGAL BASIS FOR

THE ALLEGATIONS DENIED AND FOR ASSERTED AFFIRMATIVE
DEFENSES

The Prehearing Order requires Complainant to submit as part of its Rebuttal Prehearing
Exchange ““a statement and/or any documents in response to Respondent’s Prehearing
Exchange.” Order, p. 4. Respondent’s Prehearing Exchange presents its arguments related to

the issues set forth below.
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A. Respondents Were Required to Obtain Permit Coverage

Respondents claim they operated under the “reasonable belief” that all stormwater on the
Site infiltrated vertically into groundwater and that no permit was required for discharges of
stormwater into the Green River. The federal regulations in 40 C.F.R. 8122.26(b)(14)(i)-(xi)
identify eleven categories of stormwater discharges associated with industrial activity that are
required to obtain coverage under an NPDES permit unless otherwise excluded. This means
that, regardless of Respondents’ belief with respect to a discharge, Respondents were required by
law to obtain a permit by virtue of the fact that they fall within one of the specific industrial
categories covered by stormwater regulations.

There is a conditional exclusion for discharges of stormwater associated with industrial
activity if there is “no exposure” of industrial materials and activities to rain, snow, snowmelt
and/or runoff and all industrial materials and activities are protected by a storm resistant shelter.
40 C.F.R. 122.26(g). “No exposure” means that all industrial materials and activities are
protected by a storm resistant shelter to prevent exposure to rain, snow, snowmelt, and/or runoff.
40 C.F.R. 122.26(g). Industrial materials or activities include, but are not limited to, material
handling equipment or activities, industrial machinery, raw materials, intermediate products, by-
products, final products, or waste products. EPA will introduce testimony and evidence that Site
conditions exposed stormwater to pollutants from industrial activities. Examples of the evidence
Complainant will introduce to show that industrial activities and equipment were exposed to
stormwater at the Site are EPA’s inspection reports. These reports document EPA’s observations
that there were numerous oil and gas spills throughout the Site that were being carried via
stormwater to ponded areas along the northern boundary of the Site, which is on the bank of the

Green River and along the south west fence of the facility. There were pools of spilled antifreeze
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and transmission fluid on the ground and no pollution prevention measures were in place in the
vicinity of the vehicle crusher. Containers of automobile fluids, oily car parts, radiators, and
other parts were exposed to the elements. There were heavy petroleum fumes in the storage
area/garage near the partially covered processing area. See, CX-05, CX-06. Under these
conditions, industrial equipment and activities were fully exposed to the rain and other weather
conditions. As a result, Respondents would not qualify for the “no exposure” exclusion for
discharges of stormwater associated with industrial activity. In addition, there is no evidence
that Respondents submitted a certification that there are no discharges of stormwater
contaminated by exposure to industrial materials and activities from the entire facility.

Ample public information is readily available to auto salvage yard owners and operators
of the regulatory requirements that apply to their industry. Given the public outreach conducted
to educate auto salvage yards of their legal obligations with respect to stormwater, Respondents’
erroneous belief that they were not required to apply for permit coverage was not reasonable.
See, CX 40 and CX 47.

Finally, the regulatory provisions of the CWA were written without regard to
intentionality, making the person responsible for the discharge of any pollutant strictly liable. 33
U.S.C. 81311. As stated by the Court in U.S. v. Earth Sciences, the CWA would be severely
weakened if only intentional acts were proscribed. U.S. v. Earth Sciences, Inc., 599 F.2d 368,
374 (1979). Therefore, Respondents’ beliefs, whether reasonable or unreasonable, are irrelevant
to its liability under the CWA.

B. Complainant’s Hydrologic Modeling Accurately Represents Discharges from the
Site

Respondents claim that Complainant’s hydrological modeling does not accurately predict

stormwater discharges from the Site. Respondents’ Initial Prehearing Exchange, p. 14.
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Complainant will provide evidence at trial through the testimony of Dr. Marshalonis and Mr.
Beyerlein that use of hydrologic modeling to simulate stormwater runoff from sites such as
Respondents’ Site is widely accepted by the scientific community and is a reliable means of
calculating predicted runoff events for a designated time period. Observations of Site conditions
were used to corroborate the model’s inputs and findings. Complainant’s witnesses will
demonstrate that the calibrations and assumptions used in the model are accurate and result in a
scientifically sound and reasonably accurate assessment of the number of discharges of
stormwater from the Site. Further, courts have upheld the use of hydrologic modeling as a basis
for determining the number of discharges from facilities in stormwater cases. See, In Re Leed
Foundry, Inc., Docket No. CWA-03-2004-006 (April 24, 2007) (EPA’s use of modeling to
extrapolate multiple discharges accepted by the Court); See also, In re Service Oil Co., Docket
No. CWA-08-2005-0010 (August 3, 2007) (expert testimony regarding stormwater runoff from
construction site that was based on computer modeling held to be reliable evidence of discharge).

C. Stormwater Discharges to the Green River

Respondents asserted that EPA “has no proof, based on physical evidence that
stormwater emanating from the Site actually reached and flowed into the Green River.”
Respondents’ Prehearing Exchange p. 10. Complainant will present testimony and evidence that
the Site is located on the banks of the Green River, and that the Green River surrounds the Site
on three sides. Complainant’s experts will testify that basic principles of hydrology, as well as
site-specific conditions support the conclusion, with scientific certainty, that stormwater flows

directly to the Green River.
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IV. SPECIFICATION OF PROPOSED PENALTY

A. CWA Penalty Assessment Authority
In accordance with Section 22.14 of the Part 22 Rules, 40 C.F.R. § 22.14(a)(4)(ii), the

Complaint in this matter did not specify a penalty demand. Rather, Complainant decided to
consider fully the information provided through the prehearing exchange process before
proposing a specific penalty. Having done so, and in accordance with Section 22.19(a)(4) of the
Part 22 Rules, 40 C.F.R. § 22.19(a)(4), and the Presiding Officer’s Order of January 17, 2014,
Complainant hereby proposes that Respondents be assessed a penalty of $177,500 for the
violations identified in the Complaint.

CWA Section 309(g), 33 U.S.C. § 1319(g), authorizes the assessment of a Class Il
administrative civil penalty for a violation of CWA Section 301, 33 U.S.C. § 1311, up to $10,000
per day for each day the violation continues, with a maximum penalty of $125,000. Pursuant to
the Debt Collection Improvement Act of 1996, 31 U.S.C. § 3701, the statutory maximum
administrative penalty amounts have been increased to $11,000 per day, with a maximum
penalty of $157,500. The Civil Monetary Penalty Inflation Adjustment Rule increased the
administrative penalty from $11,000 per day of violation to $16,000 for violations occurring
after January 12, 2009, Federal Register Volume 73 Number 239, pages 75340-75346, with a
maximum penalty of $177,500. 40 C.F.R. § 19.4, Table 1.

B. Statutory Penalty Factors

The Consolidated Rules of Practice at 40 C.F.R. Part 22 require the Presiding Officer to
assess a penalty based on the evidence in the record, the penalty criteria set forth in the relevant
statute, and any civil penalty guidelines issued under the Act. The Act’s statutory penalty

criteria include;
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[T]he nature, circumstances, extent and gravity of the violation, or violations, and,

with respect to the violator, ability to pay, any prior history of such violations, the

degree of culpability, economic benefit or savings (if any) resulting from the

violation, and such other matters as justice may require. 33 U.S.C. § 1319(g)(3).

There is no precise formula by which these factors must be computed. In re Service Qil, Inc.,
2008 EPA App. LEXIS 35, 39 (ALJ 2008); In re Larry Richner, 10 E.A.D. 617 (EAB July 22,
2002); In re Britton Construction, 8 E.A.D. 261, 278 (EAB 1999). EPA has never issued a
penalty policy for use by Presiding Officers in determining penalties under the Act.
Consequently, Presiding Officers rely on the wording of the statutory penalty criteria provided
above. The Supreme Court has indicated that highly discretionary calculations are necessary in
assessing penalties under the Act. Tull v. United States, 481 U.S. 412, 427 (1987).

The evidence in this matter will show that between August 1, 2008 and October 4, 2012,
Respondents discharged pollutants into the Green River on 989 days without coverage under the
ISGP, in violation of CWA Section 301. Complainant’s Initial Prehearing Exchange at pg 10;
see CX — 05, 06, 07, and 30. Based on the applicable administrative maximum penalty per day
of violation (i.e., $11,000 for violations occurring on or before January 12, 2009, and $16,000 for
violations occurring after January 12, 2009), Respondents are liable for over $15 million. By
virtue of the fact that EPA decided to pursue this matter administratively, rather than judicially,
the penalty Complainant is seeking is capped at $177,500 - an amount that represents less than

$180 per violation of the CWA.! Given the evidence to be presented at trial supporting

Complainant’s evaluation of the statutory penalty factors, this number underestimates the per

11t should be noted that had EPA elected to pursue this matter judicially rather than administratively, Respondents
would have been subject to a statutory maximum civil penalty of more than $36 million. See 33 U.S.C. § 1319(d)
(authorizing civil penalties “not to exceed $25,000 per day for each violation”); 40 C.F.R. § 19.4, Table 1 (adjusting
the statutory maximum civil judicial penalty to $37,500).
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violation value of the violations. It should be noted that had EPA elected to pursue this matter
judicially rather than administratively, Respondents would have been subject to a statutory
maximum civil penalty of more than $36 million. See 33 U.S.C. § 1319(d) (authorizing civil
penalties “not to exceed $25,000 per day for each violation); 40 C.F.R. § 19.4, Table 1
(adjusting the statutory maximum civil judicial penalty to $37,500).

The proposed penalty of $177,500 is based on CWA Section 309(g)(3), which identifies
the statutory penalty factors applicable to this case. These factors are “[1] the nature,
circumstances, extent, and gravity of the violation, or violations, and, with respect to the violator,
[2] ability to pay, [3] any prior history of such violations, [4] the degree of culpability, [5]
economic benefit or savings (if any) resulting from the violation, and [6] such other matters as
justice may require.” 33 U.S.C. § 1319(g)(3). The following discussion outlines the legal and
factual framework employed in proposing this specific penalty amount, elaborates on the penalty
discussion contained in Complainant’s Initial Prehearing Information Exchange, and provides a
rebuttal to issues raised in Respondents’ Prehearing Exchange.

C. Nature, Circumstances, Extent, and Gravity of the Violation

The nature, circumstances, extent, and gravity of the violation reflect the “seriousness” of
the violation. See, In re Urban Drainage and Flood Control District, et al., Docket No. CWA-
VI11-94-20-P11, 1998 EPA ALJ Lexis 42, at *56 (Initial Decision, June 24, 1998). The
seriousness of a particular violation depends primarily on the actual or potential harm to the
environment resulting from the violation, as well as the importance of the violated requirement
to the regulatory scheme. See id.

The evidence in this matter indicates that the nature, circumstances, extent, and gravity of

Respondents’ violations are significant and justify a substantial penalty. Complainant’s expert’s
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hydrologic modeling demonstrates that hundreds of discharges of stormwater occurred over an
extended period of time. Contrary to Respondents’ contention that “[t]here is no evidence to
support any claim that Respondents discharged stormwater to the Green River,” Respondents’
Prehearing Exchange at 18, Complainant has substantial evidence that Respondents discharged
stormwater from industrial activities to the Green River over 900 times. See In re Robert Wallin,
10 E.A.D. 18, 32-33 (EAB 2001) (assessing the gravity of the violations and finding that
circumstantial evidence in the record supports a conclusion that the Presiding Officer erred in
finding it highly improbable that discharges from the respondent’s dairy reached waters of the
United States); Concerned Area Residents for the Environment v. Southview Farm, 34 F.3d 114
(2d. Cir. 1994) (holding that evidence of discharge to a navigable water from a point source may
be proved by circumstantial evidence). Complainant’s expert witnesses, Dr. Marshalonis and
Mr. Beyerlein, will present scientific evidence that the facility’s location on the bank of the
Green River, the type of soil and industrial activities at the facility, site hydrology, topography,
and the precipitation in the area combine to make it a scientific certainty that stormwater at the
Site is flowing directly to the Green River.

In addition, analysis of stormwater samples taken during EPA’s second inspection
confirmed the presence of harmful pollutants that Respondents would have been required to
monitor under the ISGP, including petroleum, zinc, copper, and lead. Sampling results show that
ISGP benchmarks for copper, zinc, total petroleum hydrocarbon (TPH) were exceeded in the
discharge leaving the Site during the second inspection. In addition, visible oil sheen was

observed at the Site by EPA inspectors, which is also in violation of ISGP benchmarks. CX-25 —

27.
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There is significant potential for environmental harm in this case, and Complainant need
not prove actual harm to justify a substantial penalty. See United States v. Municipal Authority of
Union Township, 929 F. Supp. 800, 807 (M.D. Pa. 1996) (“It must be emphasized, however, that
because actual harm to the environment is by nature more difficult and sometimes impossible to
demonstrate, it need not be proven to establish that substantial penalties are appropriate in a
Clean Water Act case.”), aff’d 150 F.3d 259 (3d Cir. 1998); Urban Drainage, 1998 EPA ALJ
Lexis 42, at *65 (“A significant penalty may be imposed on the basis of potential environmental
risk without necessarily demonstrating actual adverse effects”) (citing United States v. Smithfield
Foods, Inc. 972 F. Supp. 338, 344 (E.D. Va. 1997), aff’d, 191 F.3d 516 (4" Cir. 1999)); United
States v. Gulf Park Water Company, Inc., 14 F. Supp. 2d 854, 860 (S.D. Miss. 1998) (“The
United States is not required to establish that environmental harm resulted from the defendants’
discharges or that the public health has been impacted due to the discharges, in order for this
Court to find the discharges ‘serious’. . . . Under the law, the United States does not have the
burden of quantifying the harm caused to the environment by the defendants™).

The evidence in this matter will establish that the pollutants emanating from
Respondents’ Site enter sensitive receiving waters. As required by the Clean Water Act, the
State of Washington has designated the uses of all rivers, streams, lakes and marine waters in
Washington and has developed water quality standards that support those “uses.” Designated
uses for the Green River include boating, swimming, and protection of aquatic life, such as
salmon.

Testimony from Ms. Mann will provide evidence that the Green River is natural habitat
for salmon, including salmon that are identified by the Endangered Species Act as being

“threatened”. CX-54. She will testify that Ecology’s water quality standards are designed to
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protect the Green River for salmon migration and rearing and that, just west of the Special
Interest site, Ecology’s “use” designations for the Lower Green River expand to include the
rearing of juvenile salmon, including salmon that are designated as “threatened” under the
Endangered Species Act. Evidence will be presented that the Lower Duwamish Waterway is
located 20 miles downstream of the site, and is identified as being impaired by over 60 different
pollutants, including each of the pollutants detected at the Site. Ms. Mann will testify as to
EPA’s findings that the cumulative impact of pollution from the Green River, including metal
contamination, is contributing to sediment and fish tissue impairments in the Lower Duwamish
River.

The Puget Sound Salmon Recovery Plan (draft 2005) includes a specific plan for
restoring salmon to the Green — Duwamish watershed. CX-54. One of the salmon recovery
projects recommended in the plan is the purchase and removal of the “auto wrecking yard”
between river miles 24.3 and 25.1, which is the general location of Special Interest Auto Works,
Inc, Site. CX-54 at pg. 7-61. Clearly this stretch of the Green River is important for salmon
habitat and there are adverse environmental impacts associated with auto salvage operations.

Complainant will provide evidence that contaminants released from the facility may have
adverse effects on the survival, reproduction and growth of the aquatic and aquatic-dependent
species present in the vicinity of Special Interest Auto Works. Metals such as those found in the
sample taken at the facility can be toxic to fish, aquatic plants, and other aquatic life. Metals
associated with solid particulates can settle to bottom sediments of water bodies and destroy
bottom-dwelling invertebrates, plants, or incubating fish eggs via chemical toxicity, physical

toxicity, or a combination of both toxicity routes.
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Any unpermitted discharge into waters of the United States is a serious violation which
significantly undermines the CWA’s regulatory scheme. See United States v. Pozsgai, 999 F.2d
719, 725 (3" Cir. 1993) (noting that “[u]npermitted discharge is the archetypal Clean Water Act
violation, and subjects the discharger to strict liability™).

For all of these reasons, Complainant believes that the violations at issue in this case are
serious and warrant a substantial civil penalty. Complainant believes the penalty proposed today
would serve as a deterrent without being disproportionate to the seriousness of the violations.

D. Ability to Pay
In its 1994 New Waterbury, Ltd. decision, the Environmental Appeals Board (“EAB”) set

forth a now well-established process for considering and proving in the context of an
administrative hearing a violator’s ability to pay a civil penalty.

Where ability to pay is at issue going into a hearing, the Region will need to
present some evidence to show that it considered the respondent’s ability to pay a
penalty. The Region need not present any specific evidence to show that the
respondent can pay or obtain funds to pay the assessed penalty, but can simply
rely on some general financial information regarding the respondent’s financial
status which can support the inference that the penalty assessment need not be
reduced. Once the respondent has presented specific evidence to show that despite
its sales volume or apparent solvency it cannot pay any penalty, the Region as
part of its burden of proof in demonstrating the “appropriateness” of the penalty
must respond either with the introduction of additional evidence to rebut the
respondent’s claim or through cross examination it must discredit the
respondent’s contentions.

In re New Waterbury, Ltd., 5 E.A.D. 529, 542-430 (EAB 1994) (emphasis in original); see also
In re Chempace Corp., 9 E.A.D. 119, 132-33 (EAB 2000). Accordingly, while the Region has
the initial burden of production to establish that the respondent has the ability to pay the
proposed penalty, “[t]he burden of production then shifts to the respondent to establish with

specific information that the proposed penalty assessment is excessive or incorrect.” Chempace
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Corp. at 133. Failure by a respondent to provide specific evidence substantiating a claimed
inability to pay results in waiver of that claim. In re Spitzer Great Lakes Ltd., 9 E.A.D. 302, 321
(EAB 2000).

In Respondents’ Amended Answer, Affirmative Defenses and Request for Hearing,
Respondents claimed that they do not have the ability to pay any civil penalties and that they
were able to present information demonstrating an inability to pay a substantial penalty.
Amended Answer at 11-13. In Complainant’s Initial Prehearing Exchange, Complainant stated
that it would consider any information regarding income, assets, debts, or liabilities in proposing
a specific penalty amount. Complainant’s Initial Prehearing Exchange at 12. Respondent
reported gross revenue in the range of $1 million to $2.5 million to the Department of Ecology
on the Industrial Stormwater Gross Revenue Information form for fiscal year 2013. CX-55.
This information combined with the Respondents’ tax returns provided in their prehearing
exchange indicate that Respondents have the ability to pay a penalty. RX-8 and 9.

The proposed penalty does not include any reduction to reflect Respondents’ claimed
inability to pay, and Complainant believes that any downward adjustment based on this factor
would be inappropriate at this time. Complainant will file a motion for additional discovery
seeking the specific information Respondents may have that supports a claim of inability to pay.
At any hearing in this matter, Complainant will demonstrate that it has considered Respondents’
ability to pay in proposing a civil penalty and will, at a minimum, present general financial
information about Respondents that shows that they are financially solvent.

E. Prior History of Violation

Complainant is unaware of Respondents having any prior history of violations of the

CWA, and therefore has not increased or reduced the proposed penalty based on this factor.
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F. Degree of Culpability

In other CWA enforcement cases, presiding officers have noted “the respondent’s willful
disregard of the permit process or Clean Water Act requirements” as supporting the assessment of
the maximum penalty allowed by statute. See, e.g., In re Urban Drainage, Initial Decision (June
24,1998). In this case, Respondents’ disregard of CWA requirements is manifested in their failure
to obtain a discharge permit over the course of several years. First, information is readily available
to the public that sets forth permit requirements for the auto salvage industry. CX 47 and CX-40.
Respondents were informed of permit requirements multiple times prior to the date on which they
submitted a Notice of Intent to apply for permit coverage. In November of 2011 EPA conducted
a broad outreach to auto salvage businesses in order to notify them of Washington Department of
Ecology’s permit requirements and the potential consequence to auto salvage yard operators if
they failed to comply with such requirements. CX-04. Respondents deny receipt of EPA’s
mailing. However, even if Respondents did not receive the mailing, they had ample notification
of the need to apply for a permit. Subsequent to EPA’s broad outreach mailing, EPA
communicated directly with Respondents during EPA’s two inspections of the facility in March
and February 2012 about the need to obtain permit coverage. EPA sent a Notice of Violation to
Respondents in July, 2012. CX-05, 06. Despite these warnings, Respondents did not apply for
permit coverage until October 4, 2012, over a year from the date EPA mailed information to

Respondents informing them of permit requirements.? Even after Respondents obtained permit

2 There is some confusion over the exact date that Respondents applied for coverage under the ISGP. Complainant
acknowledges Respondent’s claim in its Prehearing Exchange that it applied for coverage under the ISGP in April of
2012. However, information in CX-09 indicates that Ecology did not receive the application for coverage until
October 4, 2012. Further confusing the matter is the fact that Respondent’s signature on the application is dated
August 28, 2012. In any event, it is clear that Respondents did not immediately apply for coverage after EPA’s
inspections and notices.
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coverage, on May 10, 2013, the Department of Ecology issued a warning of non-compliance to
Respondents for failure to comply with the conditions of the permit. CX-11, 12.

G. Economic Benefit

Complainant believes that Respondents have realized an economic benefit as a result of the
violations described above. Removing a violator's economic benefit is crucial in order to dampen
incentives for noncompliance and eliminate any competitive advantage that the violator gains
through its illegal activities. See In re B.J. Carney Indus., Inc., 7 E.A.D. 171, 207-08 (EAB 1997),
appeal dismissed as untimely, 192 F.3d 917 (9th Cir. 1999), vacated pursuant to settlement, 200
F.3d 1222 (2000). The exact economic benefit a polluter has gained by violating the CWA may
be difficult to prove, so a reasonable approximation of the economic benefit is appropriate. United
States v. Smithfield Foods, Inc., 191 F.3d 516, 529 (4th Cir. 1999), cert. denied, 531 U.S. 813
(2000).

Generally, estimates of Respondents’ delayed and avoided costs are based a non-
compliance period beginning on August 1, 2008 (the first full month Respondents operated the
Site) and ending on October 9, 2012 (the date Respondents received coverage under the ISGP).
CX-09. In Respondents Prehearing Exchange, they argue that the evidence does not support an
inference that Respondents have enjoyed an economic benefit over an extended period of time.
Respondents’ Prehearing Exchange at 23-24. In support, they cite In re Robert Wallin, 10 E.A.D.
18 (EAB 2001), a case in which the EAB issued a fine of $5,500 for a single alleged unauthorized
discharge of pollutants into waters of the United States. In that case, the EAB would not infer
based on a single, documented violation that the respondents were out of compliance over a much
longer period of time, where the record did not contain evidence that discharges were likely to

reach a navigable water during the extended time frame or that respondents were even subject to
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regulation under the CWA during the extended time frame. Id. at 24-25. Here, in contrast to In
re Robert Wallin, Complainant has substantial evidence of Respondents’ extended noncompliance,
including two inspections and modeling data that shows over 900 days of discharges of stormwater
offsite. See CX — 05, 06, and 30.

Respondents’ economic benefit includes the delayed or avoided compliance costs
associated with Respondents’ failure to: 1) apply for, obtain and annually retain coverage under
the applicable ISGP; 2) develop an adequate stormwater pollution prevention plan (SWPPP); 3)
conduct inspections on a regular basis; and 4) conduct sampling of stormwater discharges offsite.

1. Avoided Costs of Obtaining and Retaining ISGP Coverage

Facilities conducting industrial activities that discharge stormwater to a water body are
required to apply and obtain and retain coverage under the ISGP on an annual basis. The
economic benefit for failing to obtain and retain coverage of the applicable ISGP was calculated
as an avoided and recurring cost. For coverage under the ISGP, the Washington State
Department of Ecology charged Respondents a fee of $1,157 for fiscal year 2014. This fee was
based on the gross revenue reported by Special Interest Auto Works, Inc. of more than $2.5
million and less than $5 million.

The economic benefit was calculated as avoided recurring cost for failing to obtain and
retain permit coverage using BEN version 5.4.0. (BEN). Using a non-compliance date of August
1, 2008 and a compliance date of October 9, 2012 (the date Respondent obtained coverage for
the Site under the ISGP, the Respondent received an economic benefit of $4,074.

2. Delayed Costs of Developing a SWPPP

Under the ISGP, Respondents should have developed a SWPPP. A SWPPP must include:

a detailed description of the BMPs necessary to prevent, control, and treat stormwater pollution,
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and prevent a violation of water quality standards; proper selection and use of stormwater
management manuals; a site map; a detailed assessment of the facility, including activities and
equipment that contribute or have the potential to contribute pollution to stormwater;
identification of a pollution prevention team; and a sampling plan. Based on typical costs for
SWPPP development in the automobile salvage sector and Respondents’ invoices for preparation
of SWPPP, RX-10, the total estimated cost for preparing a SWPPP is $5,000.

The economic benefit derived from this cost is calculated using EPA’s economic model,
BEN version 5.4.0. (BEN) as a delayed one-time, non-depreciable cost, as Respondents have
received coverage under the ISGP and prepared a SWPPP for the Site. Using a non-compliance
date of August 1, 2008, and compliance date of October 9, 2012, Respondent received an
economic benefit for delaying preparation of a SWPPP of $1,578.

3. Avoided Costs of Conducting Visual Inspections

Under the ISGP, the Respondents should have conducted and documented visual
inspections of the Site each month. Based on conditions of the Site, EPA estimates that visual
inspections of the Site will take approximately one half hour. Using Ecology’s Economic Impact
Analysis, NPDES Wastewater Discharge General Permit: Industrial Stormwater General
Permit, Table 10 (May 2009) (hereinafter “Economic Impact Analysis for the ISGP”), the
estimated costs for visual inspections is $564.

The economic benefit for the avoided inspections and inspection reports is calculated
using BEN version 5.4.0 as an avoided recurring cost. The non-compliance date used in BEN is
August 1, 2008, and the date of compliance will be October 9, 2012. The economic benefit
received by the Respondents for avoided cost of conducting inspections of the Site is $537.

4. Avoided Costs of Conducting Stormwater Sampling
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Under the ISGP, the Respondents should have conducted quarterly sampling of their
stormwater discharges offsite. Specifically, Respondents are engaged in automobile salvage and
scrap recycling (SIC 5015 to 5093), should have sampled stormwater discharges for turbidity,
pH, oil sheen, copper, zinc, lead, and total petroleum hydrocarbons. Costs associated with
quarterly sampling include sample collections and recording keeping. For purposes of
calculating these costs, EPA assumed Respondents’ staff would conduct the sample collection.
Using Ecology’s Economic Impact Analysis of the ISGP, Table 7, the estimated cost for sample
collections and recording keeping is $1,900. Additionally, there are costs associated with sample
analysis, including laboratory fees and sampling equipment (e.g., pH sampling equipment, which
is conducted on site). Using sampling costs from EPA’s Manchester Laboratory in Port Orchard,
Washington, the estimated cost for sample analysis is $3,213.

The economic benefit for the avoided stormwater sampling is calculated using BEN
version 5.4.0. as an avoided recurring cost. The non-compliance date used in BEN is August 1,
2008, and the date of compliance will be October 9, 2012. The economic benefit received by the
Respondents for avoided cost of conducting sampling of the Site is $4,433.

Total Economic Benefit

Based on the available information, the economic benefit associated with Respondents’
failure to apply for, obtain and retain coverage under the ISGP, develop a SWPPP, conduct
monthly visual inspections, and conduct quarterly stormwater sampling is $10,622.

H. Other Matters as Justice May Require

After reviewing information in Respondents’ Prehearing Exchange, Complainant does
not believe there are facts in this matter that would dictate a reduction the proposed penalty

based on this factor.
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For all of the foregoing reasons, Complainant proposes that Respondents be assessed a
civil penalty of $177,500. Such a penalty would be appropriate and would properly reflect the
considerations enumerated in Section 309(g) of the CWA.

V. REBUTTAL TO REQUEST FOR DISCOVERY

Respondents have requested additional discovery in order to obtain specific documents
related to sampling and to depose four of EPA’s expert witnesses. The Consolidated Rules of
Practice Governing the Administrative Assessment of Civil Penalties (Part 22 regulations), 40
C.F.R. 22.19(e)(1), require a party seeking additional discovery beyond the prehearing exchange
to file a motion seeking such additional discovery. Despite the fact that Respondents have not
filed a motion, Complainant responds to the request for discovery as follows. First, Complainant
has included in this rebuttal prehearing exchange field notes (CX-57), chain of custody forms
(CX-56), testing results (CX-07), and the Quality Assurance Project Plan (CX-45) in response to
Respondents’ discovery request. Complainant’s expert witness, Ms. Sandra Brozusky, will
testify as to the field sample techniques used.

Complainant objects to the request to depose Mr. Beyerlein, Ms. Mann, Mr. Shephard,
and Mr. Oatis. The preamble to the Part 22 regulations evaluates the principles on which the
prehearing exchange procedures are based in administrative practice and determines that the
administrative practice is specifically designed to be a more streamlined process that the judicial
process, in which large expenditures of resources are invested in a lengthy discovery process
which typically includes depositions. Under the Part 22 regulations, other discovery has always
been limited in comparison to the extensive and time-consuming discovery typical in the Federal
courts, and designed to discourage dilatory tactics and unnecessary and time consuming motion

practice. 64 Fed. Reg. 40138, 40160 (July 23, 1999).
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Complainant specifically chose to pursue this matter administratively, rather than
judicially, because administrative actions are more efficient, Agency resources are particularly
limited at this time, and the Agency is mindful of burdening a small business such as Special
Interest Auto Works, Inc. with the time and expense involved in a judicial proceeding. Granting
a motion to conduct depositions places far more of a burden on both parties in the evidentiary
process.

Pursuant to 40 C.F.R. 822.19(e), additional discovery may only be granted by the
Presiding Officer if such discovery: (i) Will neither unreasonably delay the proceeding nor
unreasonably burden the non-moving party; (ii) Seeks information that is most reasonably
obtained from the non-moving party, and which the non-moving party has refused to provide
voluntarily; and (iii) Seeks information that has significant probative value on a disputed issue of
material fact relevant to liability or the relief sought. As discussed in the previous paragraph,
Complainant believes that the request for depositions will unreasonably delay the proceedings
and burden Complainant. With respect to the second criteria, Complainant has voluntarily
augmented the summary of Ms. Mann’s and Mr. Shephard’s expert testimony in this Rebuttal
Prehearing Exchange in order to provide additional detail about the expected testimony of its
witnesses. Complainant firmly believes that the narrative summaries of its witnesses’ expected
testimony combined with the supporting evidence in this Rebuttal Prehearing Exchange and its
Initial Prehearing Exchange are sufficient and that no further discovery is needed.
RESPECTFULLY SUBMITTED this 4" day of April, 2014.

Is/
Elizabeth McKenna
Assistant Regional Counsel

(206) 553-0016
mckenna.elizabeth@epa.gov
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Certificate of Service

The undersigned certifies that the attached Complainant’s Rebuttal Prehearing
Exchange, dated April 7, 2014, In the Matter of Special Interest Auto Works, Inc. and Troy
Peterson, Docket No. CWA-10-2013-0123, was filed with the Office of Administrative Law
Judges and Respondents’ counsel, Dennis Reynolds, Esq. via email at the following email
addresses:

Sybil Anderson, EPA Headquarters Hearing Clerk: OALJfiling@epa.gov

Dennis Reynolds, Esquire: dennis@ddrlaw.com

DATED this 4™ Day of April, 2014.

/sl

Elizabeth McKenna
Assistant Regional Counsel
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Why Is the Phase I No Exposure Exclusion Addressed in the Phase II Final
Rule?

he 1990 stormwater regulations for Phase I of the Federal stormwater program identify
Televen categories of industrial activities that must obtain a National Pollutant Discharge
Elimination System (NPDES ) permit. Operators of certain facilities within category eleven (xi),
commonly referred to as “light industry,” were exempted from the definition of “stormwater
discharge associated with industrial activity,” and the subsequent requirement to obtain
an NPDES permit, provided their industrial materials or activities were not “exposed” to
stormwater. This Phase I exemption from permitting was limited to those facilities identified in
category (xi), and did not require category (xi) facility operators to submit any information
supporting their no exposure claim.

In 1992, the Ninth Circuit court remanded to EPA for further rulemaking the no exposure
exemption for light industry after making a determination that the exemption was arbitrary

and capricious for two reasons. First, the court found that EPA had not established a record

to support its assumption that light industrial activity that is not exposed to stormwater (as
opposed to all other regulated industrial activity not exposed) is not a “stormwater discharge
associated with industrial activity.” Second, the court concluded that the exemption
impermissibly relied on the unsubstantiated judgment of the light industrial facility operator to
determine the applicability of the exemption. These findings resulted in a revised conditional no
exposure exclusion, the changes to which are described in this fact sheet.

Who is Eligible to Claim No Exposure?

ﬁ s revised in the Phase II Final Rule, the conditional no exposure exclusion applies to ALL
industrial categories listed in the 1990 stormwater regulations, except for construction
activities disturbing 5 or more acres (category (x)).

What Is The Regulatory Definition of “No Exposure”?

The intent of the no exposure provision is to provide facilities with industrial materials and
activities that are entirely sheltered from stormwater a simplified way of complying with the
stormwater permitting provisions of the Clean Water Act (CWA). This includes facilities that are
located within a larger office building, or facilities at which the only items permanently exposed
to precipitation are roofs, parking lots, vegetated areas, and other non-industrial areas

or activities. The Phase II regulatory definition of “no exposure” follows.

No exposure is defined as all industrial materials and activities are protected by a storm resistant
shelter to prevent exposure to rain, snow, snowmelt, and/or runoff. Industrial materials or activities

include, but are not limited to, material handling equipment or activities, industrial machinery, raw
materials, intermediate products, by-products, final products, or waste products.
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A storm-resistant shelter is not required for the following
industrial materials and activities:

[ Drums, barrels, tanks, and similar containers that are
tightly sealed, provided those containers are not
deteriorated and do not leak. “Sealed” means banded
or otherwise secured and without operational taps or
valves;

(1 Adequately maintained vehicles used in materials
handling; and

[ Final products, other than products that would be
mobilized in stormwater discharges (e.g., rock salt).

The term “storm-resistant shelter,” as used in the no exposure
definition, includes completely roofed and walled buildings or
structures, as well as structures with only a top cover but no
side coverings, provided material under the structure is not
otherwise subject to any run-on and subsequent runoff of
stormwater. While the intent of the no exposure provision is
to promote a condition of permanent no exposure, EPA
understands certain vehicles could become temporarily
exposed to rain and snow while passing between buildings.
Adequately maintained mobile equipment (e.g., trucks,
automobiles, forklifts, trailers, or other such general purpose
vehicles found at the industrial site that are not industrial
machinery, and that are not leaking contaminants or are not
otherwise a source of industrial pollutants) can be exposed to
precipitation or runoff. Such activities alone would not
prevent a facility from certifying to no exposure. Similarly,
trucks or other vehicles awaiting maintenance at vehicle
maintenance facilities that are not leaking contaminants or are
not otherwise a source of industrial pollutants, are not
considered “exposed.”

In addition, EPA recognizes that there are circumstances
where permanent no exposure of industrial activities or
materials is not possible and, therefore, under such conditions,
materials and activities can be sheltered with temporary
covers (e.g., tarps) between periods of permanent enclosure.
The no exposure provision does not specify every such
situation, but NPDES permitting authorities can address this
issue on a case-by-case basis.

The Phase II Final Rule also addresses particulate matter
emissions from roof stacks/vents that are regulated by, and in
compliance with, other environmental protection programs
(i.e., air quality control programs) and that do not cause
stormwater contamination are considered not exposed.
Particulate matter or visible deposits of residuals from roof
stacks and/or vents not otherwise regulated (i.e., under an air
quality control program) and evident in stormwater outflow
are considered exposed. Likewise, visible “track out” (i.e.,
pollutants carried on the tires of vehicles) or windblown raw
materials is considered exposed. Leaking pipes containing
contaminants exposed to stormwater are deemed exposed,

as are past sources of stormwater contamination that remain
onsite. General refuse and trash, not of an industrial nature, is

not considered exposed as long as the container is completely
covered and nothing can drain out holes in the bottom, or is
lost in loading onto a garbage truck. Industrial refuse and
trash that is left uncovered, however, is considered exposed.

What is Required Under the No Exposure
Provision?

he Phase II Final Rule represents a significant expansion
Tin the scope of the original no exposure provision in terms
of eligibility (as noted above) and responsibilities for facilities
claiming the exclusion. Under the original no exposure
provision, a light industry operator was expected to make an
independent determination of whether there was “exposure”
of industrial materials and activities to stormwater and, if not,
simply not submit a permit application. An operator seeking
to qualify for the revised conditional no exposure exclusion,
including light industry operators (i.e., category (xi)
facilities), must:

[ Submit written certification that the facility meets the
definition of “no exposure” to the NPDES permitting
authority once every 5 years.

* The Phase II Final Rule includes a four-page
No Exposure Certification form that uses a series
of yes/no questions to aid facility operators in
determining whether they have a condition of
no exposure. It also serves as the necessary
certification of no exposure provided the operator
is able to answer all the questions in the negative.
EPA’s Certification is for use only by operators of
industrial activity located in areas where EPA is the
NPDES permitting authority.

* A copy of the Certification can be obtained from the
EPA stormwater Web site
(http://www.epa.gov/npdes/stormwater), the
Stormwater Phase II Final Rule published in the
Federal Register (Appendix 4), or by contacting the
appropriate NPDES permitting authority.

[ Submit a copy, upon request, of the Certification to the
municipality in which the facility is located.

[ Allow the NPDES permitting authority or, if
discharging into a municipal separate storm sewer
system, the operator of the system, to: (1) inspect the
facility; and (2) make such inspection reports publicly
available upon request.


http://www.epa.gov/npdes/stormwater
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Regulated industrial operators need to either apply for a
permit or submit a no exposure certification form to be in
compliance with the NPDES stormwater regulations. Any
permit held becomes null and void once a certification form is
submitted.

Even when an industrial operator certifies to no exposure,

the NPDES permitting authority still retains the authority to
require the operator to apply for an individual or general
permit if the NPDES permitting authority has determined that
the discharge is contributing to the violation of, or interfering
with the attainment or maintenance of, water quality
standards, including designated uses.

Are There Any Concerns Related to Water
Quality Standards?

es. An operator certifying that its facility qualifies for the
Yconditional no exposure exclusion may, nonetheless, be
required by the NPDES permitting authority to obtain permit
authorization. Such a requirement would follow
the permitting authority’s determination that the discharge
causes, has a reasonable potential to cause, or contributes to
a violation of an applicable water quality standard, including
designated uses. Designated uses can include use as a drinking
water supply or for recreational purposes.

Many efforts to achieve no exposure can employ simple

good housekeeping and contaminant cleanup activities such as
moving materials and activities indoors into existing buildings
or structures. In limited cases, however, industrial operators
may make major changes at a site to achieve no exposure.
These efforts may include constructing a new building or
cover to eliminate exposure or constructing structures to
prevent run-on and stormwater contact with industrial
materials and activities. Major changes undertaken to achieve
no exposure, however, can increase the impervious area of the
site, such as when a building with a smooth roof is placed in a
formerly vegetated area. Increased impervious area can lead
to an increase in the volume and velocity of stormwater

runoff, which, in turn, can result in a higher concentration of
pollutants in the discharge, since fewer pollutants are
naturally filtered out.

The concern of increased impervious area is addressed in one
of the questions on the Certification form, which asks, “Have
you paved or roofed over a formerly exposed, pervious area in
order to qualify for the no exposure exclusion? If yes, please
indicate approximately how much area was paved or roofed
over.” This question has no affect on an operator’s eligibility
for the exclusion. It is intended only to aid the NPDES
permitting authority in assessing the likelihood of such actions
interfering with water quality standards. Where this is a
concern, the facility operator and its NPDES permitting
authority should take appropriate actions to ensure that water
quality standards can be achieved.

What Happens if the Condition of No Exposure
Is Not Maintained?

nder the Phase II Final Rule, the no exposure exclusion is
Uconditional and not an outright exemption. Therefore, if
there is a change in circumstances that causes exposure of
industrial activities or materials to stormwater, the operator is
required to comply immediately with all the requirements of
the NPDES Stormwater Program, including applying for and
obtaining a permit.

Failure to maintain the condition of no exposure or obtain
coverage under an NPDES stormwater permit can lead to

the unauthorized discharge of pollutants to waters of the
United States, resulting in penalties under the CWA. Where a
facility operator determines that exposure is likely to occur in
the future due to some anticipated change at the facility, the
operator should submit an application and acquire stormwater
permit coverage prior to the exposed discharge to avoid such
penalties.
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For Additional Information

Contacts

I U.S. EPA Office of Wastewater Management
http://www.epa.gov/npdes/stormwater
Phone: 202-564-9545

I Your NPDES Permitting Authority. Most States and
Territories are authorized to administer the NPDES
Program, except the following, for which EPA is the
permitting authority:

Alaska Guam

District of Columbia  Johnston Atoll

Idaho Midway and Wake Islands
Massachusetts Northern Mariana Islands
New Hampshire Puerto Rico

New Mexico Trust Territories

American Samoa

I A list of names and telephone numbers for each EPA
Region and State is located at http://www.epa.gov/
npdes/stormwater (click on “Contacts™).

Reference Documents

" EPA’s Stormwater Web Site

http://www.epa.gov/npdes/stormwater

¢ Stormwater Phase II Final Rule Fact Sheet Series

» Stormwater Phase II Final Rule (64 FR 68722)

+ National Menu of Best Management Practices for
Stormwater Phase 11

* Measurable Goals Guidance for Phase II Small
MS4s

» Stormwater Case Studies

* And many others
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1. Introduction

1.1 Purpose of This Joint ECO Update/
Ground Water Forum Issue Paper

Currently, there is a common perception that
the discharge of contaminated ground-water to a
surface-water body does not pose an ecological
risk if contaminant concentrations in surface-water
samples are below analytical detection limits or at
very low concentrations. The transition zone
represents a unigue and important ecosystem that




exists between surface-water and the underlying
ground-water, receiving water from both of these
sources. Biota inhabiting, or otherwise dependent
on, the transition zone may be adversely impacted
by contaminated ground-water discharging
through the transition zone into overlying surface-
waters. Ecological Risk Assessments (ERA)
addressing contaminated ground-water discharge
to surface-waters typicaly have not evauated
potential contaminant effects to biota in the
transition zone. However, NUMerous
hydrogeological and ecological methods and tools
are available for delineating ground-water
discharge areas in a rapid and cost-effective
manner, and for evaluating the effects of
contaminant exposure on transition zone biota.
These tools and approaches, which are commonly
used in hydrogeologicak and ecological
investigations, can be readily employed within the
existing EPA framework for conducting
screening- and baseline-level ERAs in Superfund
(U.S. EPA 1997) to identify and characterize the
current and potential threats to the environment
from a hazardous substance release.

This document was initialy prepared as an
ECO Update/Ground Water Forum Issue Paper to
highlight the need to treat the discharge of ground-
water to surface-water not as a two-dimensional
area with static boundary conditions, but as three-
dimensional volumes with dynamic transition
zones. This ECO Update applies equaly to
recharge zones and can be used to evauate
advancing plumes that have not yet reached the
transition zone. This document encourages project
managers, ecological risk assessors, and
hydrogeologists to expand their focus beyond
shoreline wells and surface sediments and define
and characterize the actual fate of contaminants as
they move from a strictly ground-water
environment (i.e., the commonly used “upland
monitoring well nearest the shoreling”) through
the transition zone and into awholly surface-water
environment. The approach is presented to help
users identify and evaluate potential exposures and
effects to relevant ecological receptors within the
zone where ground-water and surface-water mix.
The transition zone data collected for the ERA
may also supplement data collected for the
evaluation of potential human health risks
associated with the discharge of contaminated
ground-water. Should ground-water remediation

be warranted (as a result of the risk assessment),
the locational, geochemical, and biological aspects
of the transition zone can be considered when
identifying and evaluating remedial options.

This ECO Update builds on the standard
approach to ERA (U.S. EPA 1997), by providing a
framework for incorporating ground-
water/surface-water (GW/SW) interactions into
existing ERASs (see U.S. EPA 1997 and 2001a for
an introduction to ecological risk assessment). The
purpose of the ERA within the risk assessment
processisto:

a ldentify and characterize the current and
potential threats to the environment from a
hazardous substance release;

b. Evauate the ecological impacts of alternative
remediation strategies; and

c. Establish cleanup levels in the selected
remedy that will protect those natural
resources at risk (U.S. EPA 1994a).

This ECO Update focuses on the first of these
by illustrating how one might consider GW/SW
interactions when designing and conducting an
ERA, both in terms of characterizing the
physicochemical environment of the transition
zone and evaluating potential ecological risks that
may be incurred by receptors in the transition
zone. The discharge of contaminated ground-
water to a surface-water body through the
underlying sediments is the principal focus of the
document but other sources of ground-water
contamination are also included that may be
contributing potential risks to the biota of the
transition zone and the overlying surface-waters
(e.g., ground-water moving through contaminated
sediment, NAPL discharge to sediment or surface-
water, the role of downward vertical gradients).
This document also identifies a suite of tools that
can be used by al members of a site team
(especially ecologists and hydrogeologists) to (1)
determine the locations of contaminated ground-
water discharging to surface-water; (2) estimate
exposure point concentrations at these areas for
use in evaluating potential ecological risks; and (3)
evaluate actual and/or potential ecological effects
of contaminants as they discharge to surface-
water. Throughout this document, ecologica
resources means habitats, species, populations, and
communities that occur at or utilize the ground-
water discharge areas and the associated transition




zones, sediments, and surface-waters, as well as
the ecological functions of these entities (e.g.,
productivity, benthic respiration, biodegradation).

1.2 The Ground-Water/Surface-Water
Transition Zone

1.2.1 Definition of the Transition Zone

The GWI/SW transition zone represents a
region beneath the bottom of a surface-water body
where conditions change from a ground-water
dominated to surface-water dominated system
within the substrate. It is a region that includes
both the interface between ground-water and
surface-water as well as the broader region in the
substrate (and, on occasion, up into the surface-
water body) where ground-water and surface-
water mix. Transition zones occur in stream, river,
estuarine, marine, lake, and wetland settings, and
may include the mixing of cold and warm waters,
fresh and marine waters, or waters having other
physical or chemica differences. The transition
zone is not only an area where surface and ground-
water mix, but aso an ecologically active area
beneath the sediment/water interface where a
variety of important ecological and
physicochemical conditions and processes may
occur. Transition zones beneath streams and rivers
may be termed hyporheic zones (White 1993) and
those beneath lakes and wetlands termed
hypolentic zones. A new discipline that studies
ground-water relationships to surficial ecological
systems is referred to as “ecohydrology” (Wassen
and Grootjans, 1996) and has been the subject of
recent study (Hayashi and Rosenberry 2002).

The existing and potential ecological effects of
contaminated ground-water in the transition zone
can be important considerations in site
characterization and ecological risk assessment. In
the past, ground-water and surface-water were
typically viewed as separate compartments of an
aguatic  ecosystem, connected a  the
sediment/surface-water boundary. This paradigm
ignored (1) the ecosystem that occurs within the
transition zone, (2) the important geochemical and
biological roles this zone may have in the local
ecosystem (i.e.,, Gibert et a. 1994), and (3) the
dynamic nature of this zone that results from the
highly variable flow conditions in ground-water

and surface-water. The new paradigm in this ECO
Update/lssue Paper explicitly includes
consideration of the transition zone as a vita
habitat that is interconnected with, and supports
the surface-water ecosystem (Valiela et a. 1990;
Williams 1999).

1.2.2 Spatial and Temporal Variations of
Transition Zones

The locations and characteristics of transition
zones and associated ground-water discharge areas
vary both spatially and temporally. These spatial
and temporal variations will affect the occurrence
and distribution of habitats dependent on ground-
water discharge, and influence the ecological roles
that the transition zone may have in maintaining
local biotic communities. Not al areas of a
surface-water  body  receive  ground-water
discharge.

The gpatial distribution and the rate and
direction of water flow within transition zones will
be influenced by the type of water body into which
the discharge is occurring, the elevation of
surface-water relative to that of ground-water, and
the underlying geological conditions. The rate of
ground-water discharge may vary among the
multiple discharges in direct response to hydraulic
conditions and the varied geological
characteristics in the discharge areas (Fetter 2000;
Winter 1998). When there are large variations
within a transition zone, a few preferentia
discharge areas may account for the majority of
the discharge. Ground-water discharge rates aso
may vary temporally at individual discharge aress,
reflecting seasonal changes in hydrogeologic
conditions. Precipitation events, surface-water
releases at dams or locks, and tidal fluctuations
(including the reversal of water flow in the
transition zone) also affect the rate of ground-
water discharge to surface-water (Tobias et al.
2001).

1.2.3 Ecological Role of the Transition
Zone

The understanding of the role that transition
zones have in ecosystems directly influenced by
ground-water discharges is increasing (Danielopol
et al, 2003). Benthic and epibenthic communities




(particularly invertebrate larvae, worms, bivalves,
and fish) are major components of the transition
zone ecosystem and many of these organisms
spend part or al of their life cycle in contact with
the sediments and ground-water that comprise this
zone. These communities are well-known, valued
for their ecological roles, and commonly assessed
in ERAs. Typically, ERAs evaluate the effects of
contaminated sediments on these benthic and
epibenthic organisms because they are linked to
upper-level trophic organisms via the food chain.
However, as discussed in the examples below,
other ground-water-influenced habitats within the
transition zone as well as other transition zone
organisms are ecologically important and therefore
may appropriately be considered in the ERA. This
document provides a framework to allow an ERA
to better evaluate the existing and potential effects
of contaminated ground-water on benthic
ecosystems.

Although water may flow in either direction in
atransition zone (i.e., both ground-water discharge
to surface-water and surface-water recharge to
ground-water), the transport of contaminants by
ground-water discharging to surface-water is the
subject of this document. In some aquatic systems,
areas of ground-water discharge provide important
habitats for a variety of aquatic biota and create
thermal refugia for fish by supplying cooler, well-
oxygenated waters during summer months or
maintaining ice-free habitats in colder climate
streams (Power et al. 1999).

Areas of ground-water discharge can create
conditions capable of supporting spawning,
feeding, and nursery habitats (Dahm and Valett
1996). For example, Geist and Dauble (1998)
showed how nest site selection by salmonids is
strongly influenced by the location of ground-
water discharge zones in streams and estuaries.
Ground-water discharge areas in streams may also
provide important refugia for fish and
invertebrates during the dry phase of intermittent
streams and during stream flood events (Stanford
and Ward 1993; Power et a. 1999). Alga
community structure and recovery following
disturbance have been shown to be influenced by
ground-water discharge to the surface-water
(Grimm 1996). Because of the important
ecological role of the ground-water discharge
areas, the discharge of contaminated ground-water
may result in adverse ecological impacts to biota

utilizing those areas (Carls et al, 2003).

In addition to the habitats at the
sediment/surface-water interface, transition zones
in these discharge areas have been shown to
provide direct habitat for a variety of insect and
fish larvae (Hayashi and Rosenberry 2002). For
example, studies of freshwater hyporheic
ecosystems have shown that some invertebrates
utilizing the transition zone as a refuge may
descend meters into the transition zone on a daily
or seasonal basis.

Furthermore, a healthy, diverse flora and fauna
in the transition zone is beneficial to basic aguatic
ecosystem functioning. The wide array of
organisms within the transition zone are critical to
nutrient, carbon, and energy cycling in aguatic
food webs (Storey et a., 1999; Hayashi and
Rosenberry 2002). For example, up to 65 % of
invertebrate production in a sandy stream was
reported to occur in the hyporheic zone (Smock, et
a. 1992; Boulton 2000). The thickness of the
transition zone directly affects the amount of
habitat available for these organisms. A potential
for adverse impacts exists where contaminants,
degradation  by-products, and/or  secondary
stressors (such as low dissolved oxygen [DOJ)
associated with the ground-water come in contact
with these biotain transition zone habitats.

The microbial community of the transition zone—
viatheir function in carbon and nutrient cycling—
has been shown to play an important, potentially
beneficia role at some sites in the biodegradation
and attenuation of ground-water contaminants
(Lorah et al. 1997; Ford 2005). For example, at a
site in Angus, Ontario, a detailed hydrogeological
study indicated microbia activity in the thin
transition zone of the Pine River to be responsible
for significant attenuation of a chlorinated solvent
plume (Conant et al. 2004). Microorganisms are
often responsible for the very sharp oxidation-
reduction (redox) gradients that frequently occur
across the transition zone (Fenchel et al. 1988;
Wetzel 2001). These biochemical changes may aid
the degradation and attenuation of organic
contaminants, or may release chemicas (eg.,
naturally occurring iron and manganese,
degradation products of the organic contaminants)
from the transition zone sediments; and these in
turn can affect aquatic biota Ground-water
discharge may alter microbial activity in the




transition zone, reducing DO levels to the point
where habitat quality and biota are adversely
affected (Morse, 1995; Pardue and Patrick, 1995).

1.3 Ground-Water and Contaminant
Discharges in Transition Zones

Critical to the proper evaluation of ecological
risks in the transition zone is an accurate
determination of the location of contaminated
ground-water discharge, which is expected to
occur within  a broader discharge zone.
Determining contaminant discharge locations may
be relatively straightforward or quite complicated,
depending on the location of the source(s) of
ground-water contamination with respect to a
surface-water body, the hydrogeologic complexity
of the flow system, the tempora variability in
water table and surface-water levels, and the size
(both vertically and horizontally) of the plume
relative to the general ground-water flow paths.
Plumes of contaminants will flow from
contaminant source areas to points of discharge
aong pathways governed by the permeability of
materials, the configuration of the hydraulic
gradient, and density differential with respect to
the surface-water body. One should not assume
that a contaminant plume will discharge at a
location that represents the shortest distance from
a ground-water contaminant source area to the
surface-water (Woessner 2000; Conant 2004). For
example, contaminants originating from a source
located in an upland area adjacent to a highly
permeable stream corridor may be transported by
ground-water for some distance downgradient
(Figure 1, location A), sometimes following
ancient paleochannels in the geology, before
eventually discharging to the stream.

In contrast, ground-water contamination from a
site located directly upgradient and generally in
direct line with the stream channel and ground-
water flow may be transported to the nearest point
in the stream where it may discharge completely
(Figure 1, location B). In some cases, ground-
water transport of some contaminants may
continue on to the next meander, with additional
discharge of these contaminants occurring farther
downstream. A contaminated ground-water plume
may aso partially discharge at one location

(Figure 1, location C1), with the remainder of the
plume discharging at yet another downgradient
location (Figure 1, location C2), or the plume may
pass under the surface-water body without
discharge. Similarly, a any of the discharge
locations several different GW/SW exchange
conditions are possible that could affect the
vertical transport of contaminated ground-water
into overlying waters (Figure 2).

Patterns of ground-water discharge and other
ground-water/surface-water interactions vary over
time. Stream reaches and lakes may change from
being locations of ground-water discharge to
places of surface-water recharge to the underlying
deposits when water levels in the surface-water
body suddenly rise or the water table in the
adjacent deposits decline below the surface-water
level. Daily reversals in flow direction in the
transition zone can occur in tidaly influenced
areas. Annual erosion and deposition of sediments
aong a riverbed can alter patterns of discharge
(such as those shown in Figure 2) by rearranging
the configuration of low and high permeability
deposits.  Even the implementation of remedial
actions can adter ground-water/surface-water
interactions if they change ground-water levels.
For example, pump and treat remedies could cause
drawdown of the water table and change ground-
water discharge zone in an adjacent surface-water
body into areas of induced infiltration (recharge of
surface-water into the subsurface). Ground-
water/surface-water interactions are dynamic but
the transition zone is defined to encompass this
full range of temporal and spatial variability.

1.4 Transport and Fate of Contaminated
Ground-Water in Transition Zones

Many factors influence the transport and fate of
contaminated ground-water as it travels though the
subsurface prior to discharging to a surface-water
body. Conant (2000) summarizes some of the
most important factors in the context of
contaminant plumes that discharge to surface-
water:

- Physical and chemical characteristics of the
contaminants,

- Geometry and tempora variations in the
contaminant source zone (release area);

- Transport mechanisms (advection and




dispersion); and
- Reactions (destructive and non-destructive).

The complexity and dynamic conditions of the
transition zone can considerably ater the plumes
passing through the zone. For example, Conant et
al. (2004) found that a tetrachloroethene (PCE)
ground-water plume changed its size, shape, and
composition as it passed through the transition
zone. Biodegradation in the top 2.5 m of the
transition zone aso reduced the PCE
concentrations but created high concentrations of
seven different transformation products thereby
changing the toxicity of the plume. The
biodegradation was spatially variable and
concentrations in the streambed varied by a factor
of 1 to 5000 over distances of less than 4 m
horizontally and 2 m verticaly. Widely ranging
concentrations of volatile organic contaminants
have also been observed in plumes discharging to
lakes (Savoie et al, 2000) and wetlands (Lorah et
a , 1997). These studies not only demonstrate the
gpatial variability of contaminant concentrationsin
the transition zone, but also suggest that aquatic
life within the zone can be exposed to relatively
high concentrations when the contamination has
not yet been diluted by surface-water.

Concentrations in contaminant plume discharges
can change over time. Previous discharges may
have acted as sources of contamination to the
transition zone thus loading the associated
sediment with metals or hydrophobic organic
compounds. Moreover, the pattern of ground-
water flow and contaminated discharge might have
been different in the past such that contaminantsin
those sediments may not be at the locations that
current ground-water flow paths would predict.
Direct sampling of the transition zone can help
identify such suspected conditions. It isimportant
to note that transport and fate factors other than
ground-water flow (e.g., sorption, reaction time)
need to be considered in the conceptual site model
as areas of high ground-water discharge flow may
not necessarily be areas where the highest
concentrations will be found in the transition zone.
Conant et a., (2004) observed that interdtitial
water having the highest concentrations of organic
contaminants and degradation products occurred
in low discharge areas of the streambed. This
finding likely reflected sorbed, retarded, or slowly
advecting plume remnants of past high-

concentration discharges that had yet to get all the
way through the lower permeability, organic
carbon-enriched deposits (Conant et al., 2004).
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FIGURE 1 Plan View of Ground-Water Flow, Contaminant
Transport, and Ground-Water Discharge Areas along a
Hypothetical Stream Channel (Modified from Woessner
2000).
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FIGURE 2 Conceptual Model of Different Types of GW/SW
Exchange Conditions at the bed of a Surface-Water Body
That may Affect the Transport of Contaminated Ground-
Water into the Overlying Water (Modified from Conant
2004). (The arrows point in the direction of GW flow, and
the arrow size depicts the relative rate of flow.).

2. Framework for Including the
Transition Zone in Ecological Risk
Assessments




2.1 The Ecological Risk
Assessment Process and the
Integrated Team

The ERA Guidance identifies an 8-step
framework for designing and conducting
ecological risk assessments for the Superfund
Program (Text Box 1; U.S. EPA 1997). This
framework describes the steps and activities
needed to design and conduct scientifically
defensible risk assessments that will support
management decisons regarding site cleanup
leading to a Record of Decision. Critical aspects of
the framework are problem formulation and the
associated development of a conceptual site model
(CSM). Problem formulation establishes the goals
and focus of the risk assessment, i.e, the
ecological components and processes that are
potentially harmed or at risk, as well as the
assessment  endpoints  (specific  processes, or
populations/communities of organisms to be
protected). The CSM  characterizes the
toxicological relationships  between  the
contaminants and the assessment endpoints, as
well as the exposure pathways by which the two
are potentially linked (i.e., contaminant migration
pathways, chemica aterations, and organism life
histories; see ERA Guidance Steps 1 and 3). The
CSM may aso develop the risk questions to be
addressed by the assessment (ERA Guidance Step
3), and identify the endpoints that will be
measured (measurement endpoints) in order to
provide the data necessary to address the risk
questions. Because contaminants will partition
among water, sediment, and organisms, a holistic
CSM that includes all relevant compartments will
be the most useful to guide the ERA and help
determine how the partitioning has occurred or is
occurring within the transition zone. This should
help project managers with decisions about source
control, which media to remediate, the influence
of remedia work on contaminant fate and
transport, and the potential for partitioning to alter
the effectiveness of a proposed remedy (such as a
sediment cap).

In the design and conduct of an ERA that
includes transition zones and areas of ground-
water discharge, it is critical that the project
manager assemble a risk assessment team that is
interdisciplinary and includes ecological risk

assessors and hydrogeologists at a minimum. For
practicality in this paper the term “hydrogeol ogist”
is used to generically include al the team
members who work mostly on the physical,
hydrologic, and hydrogeologic aspects of site
characterization (i.e, hydrologists,
hydrogeologists,, etc.). Similarly, the term
“ecologist” is used to generically include al the
members who work mostly with the biological
aspects (risk assessors, biologists, benthic
ecologists, ichthyologists, zoologists, botanists,
malacologists, limnologists, microbiologists, etc.).
These disciplines should work closely together
starting as early in the ERA process as possible.
To adequately characterize the hydrogeological
setting of a site, the hydrogeologists need to
understand the local ecosystem, the habitats, the
ecological endpoints to be protected from the
adverse effects of ground-water-associated
contaminants, and the exposure pathways that link
the contamination and the endpoints. Similarly, it
is critica for the ecological risk assessors to
understand the spatial and tempora variability in
the transition zone locations and the potential
mechanisms for transport of contaminants by
ground-water to surface-water. It is important to
remember that the ground-water plume may not
have reached the surface-water at the time of the
assessment, but if it is likely to discharge to the
surface-water in the future, there still is a risk of
release that needs evaluation. Because, the spatia
and temporal variability in ecological systems can
be quite different from the hydrogeological
system, the integrated team will insure data will be
collected on scales useful for al disciplines. This
interdisciplinary focus is most effective when
initiated during problem formulation (U.S. EPA
Guidance Steps 1 and 3). At this stage, the
integrated assessment team will address: (1) the
hydrologic regime of the site and its context in the
watershed, (2) where and when ecologica
exposures may be occurring, (3) which organisms
(and ecosystem functions) may be exposed to
contaminants in the ground-water at the transition
zone and associated ground-water discharge area,
(4) which processes are affecting contaminants
during transport (e.g., abiotic transformations,
biodegradation, dispersion, diffusion, adsorption,
dissolution, volatilization), (5) what additional
data may be needed to support the risk assessment,
and (6) the appropriate scope to fit project needs.




Text Box 1: The 8-Step Ecological Risk

Assessment Process for Superfund (U.S.

EPA 1997)

Step 1. Screening-Level Problem Formulation
and Ecological Effects Evaluation

Step 2: Screening-Level Exposure  Estimate

and Risk Calculation
Step 3: Baseline Risk Assessment Problem
Formulation

Step4: Study Design and Data Quality
Objectives Process

Step 5: Field Verification of Sampling Design

Step 6: Site Investigation and Analysis Phase

Step 7: Risk Characterization

Step 8: Risk Management

2.2 Including the Transition Zone in
Designing and Conducting
Ecological Risk Assessments

It is often difficult to describe complete exposure
pathways when contaminants move among
multiple environmental media and habitats. In
aquatic systems, it is critica to recognize the
static, dynamic, and interactive aspects of different
media and their associated habitats. Currently,
with ERAs that have ground-water and surface-
water interactions, problem formulation and the
CSM typicaly identify the contaminant source
area, the ground-water flow paths from the
contaminant source area, the surface-waters that
receive discharge of contaminated ground-water,
the media that may be contaminated (e.g., ground-
water, surface-water, and sediment), and the
habitats and ecological receptors that occur in
those surface-waters. While these ERAs often
include some aspects of the transition zone in the
CSM, they more often do not specifically consider
the ecological importance of the transition zone
nor the relationships and interactions among
ground-water flow, surface-water hydrology,
sediment dynamics, and the transition zone biota.
Rather, these ERASs typically evaluate only the
biota associated directly with the sediment/water
interface and/or with the overlying water column
for adverse ecological impacts. In such ERAS,
there is no explicit consideration of a transition
zone, only a boundary line that separates ground-
water and surface-water that is assumed to be the
sediment/surface-water interface. Hence, the biota

and ecological processes associated with this zone
may not be appropriately considered during
problem formulation. Appropriate consideration of
the transition zone means that exposure, pathways,
and potential effects are evaluated in a manner
sufficient to meet the purpose of the ERA set forth
in EPA guidance asindicated in Section 1.1 above.
An effective approach to developing a CSM is
illustrated in Figure 3. This can be adapted to
accommodate a variety of different ground-
water/surface-water settings such as wetlands
(Lorah et al. 1997) and estuaries (Fetter 2000).

Sround Water Fiow and
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FIGURE 3 Conceptual Site Model Depicting Contaminant
Transport via Ground-Water Flow, Followed by Discharge
Through the Bedded Sediments in the Transition Zone into
Overlying Surface-Water

2.2.1 Framework for Incorporating the
Transition Zone into Problem
Formulation

Consideration of the transition zone should
begin as early as possible in the 8-step ERA
process, preferably during problem formulation
and CSM development. It cannot be
overemphasized that problem formulation and the
CSM should be based on the combined knowledge
of the interdisciplinary team approach which
includes hydrogeologists and ecologists on the
team, at a minimum, and preferably should include
the critical review of other team members, such as
the project manager and a toxicologist. The
following 5-step framework has been designed to
incorporate the transition zone into problem
formulation of the ERA process and to help
develop a comprehensive ground-water/transition
zone/surface-water CSM  for any aquatic
ecosystem.




Step 1 Review available site-related chemistry
data to identify known or potentia
contamination

Identify the hydrogeological regime and
potential fate and transport mechanisms
for ground-water contaminants,
including (a) identification of areas of
contaminated ground-water discharge
and (b) the spatia and tempord
variability in the magnitude and location
of the discharges.

Identify ecological resources at areas of
ground-water  discharge, including
associated transition zones.
Identify  ecologica  endpoints
surrogate receptors.

Develop adynamic CSM and associated
risk hypotheses and questions.

Step 2

Step 3

Step 4 and

Step 5

The activities in these steps usualy take place
during the design and conduct of an ERA, and thus
do not necessarily identify activities that would be
in addition to those normally developed when
following the U.S. EPA 8-step process for an ERA
(Text Box 1). In addition, due to the relationship
between the CSM and ecological endpoints, the
risk assessment team may find it useful to revisit
these steps as they refine both the CSM and
selection of endpoints.

Step 1 Review available site-related chemistry
data to identify known or potential
contamination. In this step, the team determines
if there is a potential for the ground-water to be
contaminated, and, if so, whether the contaminants
could be transported through the transition zone
into overlying surface-water. Specifically, the
team will focus on the question: Is there known or
potential (1) ground-water contamination and/or
(2) sediment or surface-water contamination
related to ground-water, and, (3) if so, by what
contaminants? The answer to this question will be
based on a review of the historical site-related
chemistry data regarding the source (i.e, the
nature of the release and the known or suspected
contaminants), potential contaminant migration
pathways, and the affected environmental media
(i.e., evidence of contamination in soil, ground-
water, sediment, biota, and/or surface-water,
including  transformation  products).  This
information will also be used to determine which
contaminants may be encountered by ecological

resources associated with the site. If it is
determined that contamination is present or likely,
the extent of contamination in discharging ground-
water will need to be characterized.

Step 2 ldentify the hydrogeological regime and
potential fate and transport mechanisms for
ground-water contaminants, including (a)
identification of areas of contaminated ground-
water discharge and (b) spatial and temporal
variability in the magnitude and location of
ground-water discharge. The nature and extent of
GW/SW interactions at a site and the specific
locations of ground-water discharge areas are
important in the determination of potentia
exposure points for ecological receptors. In this
step, the hydrogeologist and ecological risk
assessor delineate contaminated areas and identify
areas of contaminated ground-water discharge
(and associated transition zones). The focus of this
step is to address the question: Where is the
contamination and where is contaminated ground-
water reaching the transition zone and then
discharging to the surface? Potentially
contaminated ground-water discharge areas can be
identified on the basis of:

- Available chemical and hydrologic data from
site wells and shoreline work in the area (e.g.,
ground-water chemistry, NAPL presence,
aquifer extent, preferential pathways, hydraulic
conductivity, hydraulic gradients and flow
directions [vertical and horizontal], water table
elevation, and seasonal precipitation patterns);

- Physical features indicative of a ground-water
discharge area may be identified during a site
visit including seeps, pools in streams, and
plant species that prefer ground-water
discharge;

- Direct investigations during the site visit to
locate and delineate ground-water discharges
(e.g., usng simple measurement techniques
such as temperature or conductivity probes,
minipiezometers ~ with manometers  or
differential pressure gauges, or seepage meters,
observations of certain plant species, areas of
mineral precipitation, or areas with sheens;
geophysics to map and track plumes);

- Direct investigations of contamination in the
transition zone (e.g., sampling interstitial water
using minipiezometers, miniprofilers, passive
diffusion samplers), including tempora
variability.
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Step 3 Identify ecological resources in areas
of ground-water discharge, including
associated transition zones. As areas of
ground-water discharge are identified, the
ecological risk assessors will evauate the
conditions at these locations and in the
overlying surface-water to identify the types of
ecological resources that occur (or could occur)
and be exposed to the ground-water-associated
contaminants. The focus of this step is to
address the question: What are the ecological
resources at risk from exposure to ground-
water contamination at thislocation? Therisk
assessors will make this determination on the
basis of observations made during a site visit
and through a review of available ecological
data for the site. Ecological resources may
include habitats, species, populations, and
communities that occur at or utilize the ground-
water discharge areas, the associated transition
zones and sediments, and the surrounding
surface-waters. These resources may be
exposed directly or indirectly through the food
web.

Step 4  Identify ecological endpoints and
surrogate receptors. The habitats that will be
associated with areas of ground-water discharge
may support a wide variety and diversity of biota
that could be exposed to contaminants in the
ground-water. However, it is not feasible or
practicable to directly evaluate al of these biota
Instead, a few assessment endpoints (Text Box 2)
are selected to represent risks to al of the
individual components of the ecosystem (U.S.
EPA 1992; 1997). In this step, the ecologica risk
assessors will identify appropriate assessment
endpoints on the basis of:

- Contaminants and their concentrations,

- Potentially complete exposure pathways linking
the contaminants with the endpoints,

- Mechanisms of toxicity of the contaminants
and knowledge of the potential susceptibility of
the endpoints to the contaminants, and

- Ecological relevance of the endpoint.

Detailed guidance on selecting assessment
endpoints and linking them to risk determinations
may be found in U.S. EPA (1997).

Text Box 2: Endpoints and Surrogate
Receptors

Assessment Endpoint: an explicit expression of the
environmental value(s) to be protected. Individual
assessment endpoints typically encompass a group
of species or populations with some common
characteristic, such as a specific exposure route or
contaminant sensitivity, or the typical structure and
function of biological communities or ecosystems
associated with the site (U.S. EPA 1992, 1997).

Measurement Endpoint: a measurable ecological
characteristic that is related to the valued
characteristic chosen as the assessment endpoint.
The measurement endpoint provides measures of
exposure and/or effects (U.S. EPA 1992, 1997).

Surrogate Species. a species that is considered to
be representative of the assessment endpoint and
for which measurement endpoints may be selected
and on which the risk characterization will focus.

Assessment endpoints for the transition zone
will focus on the protection of (1) the biota that
live within or utilize the transition zone or the
ground-water discharge area (including interstitial
water, sediment, and surface-water), (2) other
biota that may be exposed to the ground-water
contaminants either through direct contact or
indirectly through ingestion of food or sediment
contaminated by the ground-water, and (3) the
ecological functions of these biota (e.g.,
productivity, benthic respiration, biodegradation).
For example, transition zone assessment endpoints
may include the maintenance and sustainability of
the infaunal community of the transition zone,
maintenance and sustainability of conditions that
support fish and other surface-water species that
seek out ground-water discharge zones as habitat
or refugia, or maintenance of the epifaunal
community inhabiting the ground-water discharge
areas. For such assessment endpoints, surrogate
receptors (Text Box 2) for the transition zone may
include microbia functions; infaunal organisms or
communities (e.g., meiofauna, or macrobenthic
invertebrates). Other surrogates may include
epifaunal organisms such as plants and bottom
fish, aswell aslife stages of various organisms
such as incubating fish eggs.
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In the case of a baseline ERA, one or more
measurement endpoints (Text Box 2) will be
selected to evaluate each assessment endpoint.
These measurement endpoints could include
benthic  macroinvertebrate  abundance  and
diversity; the survival, growth, or reproduction of
the surrogate receptors as measured by laboratory
and in Situ toxicity tests or microcosms,; the
concentration of contaminants in the tissues of
surrogate species (as a result of bioaccumulation
or bioconcentration); sediment or ground-water
concentrations; or concentrations in diffusion
samplers. Because there are currently no methods
available to risk assessors that allow for decision-
based interpretations of changesin transition zone-
associated organisms (especially with regard to the
microbial community), the choice of surrogate
receptors and associated measurement endpoints
used to address the assessment endpoints for the
transition zone may be limited to species and
measurement endpoints for which methods are
available.

Step 5 Develop a CSM and associated risk
hypotheses and questions. In this step, the
information and results of the preceding steps will
be used to develop a CSM that identifies the
known or assumed relationships among the
contaminant source, the environmental fate and
transport of the contaminants in the ground-water,
and the assessment endpoints that may be exposed
to the contaminants (Figure 3). The CSM should
also identify the potential effects that the
assessment endpoints may incur from the
exposure. These relationships represent working
hypotheses of how the ground-water contaminants
are moving or will move through the environment
(i.e, moving through the trangition zone
discharging to overlying surface-waters) and
affecting the assessment endpoints (associated
with the transition zone and overlying sediments
and surface-waters). The CSM thus helps to
conceptualize  the  relationships  between
contaminants and assessment endpoints, frames
the questions that need to be addressed by the risk
assessment, and aids in identifying data gaps for
which the collection of environmental data may be
necessary.

Risk questions about the relationships between
the assessment endpoints and their predicted
responses when exposed to contaminated ground-

water discharges can be developed along with the
CSM. These risk questions provide additiona
bases for the selection of appropriate measurement
endpoints and study designs. Some examples of
risk questions for the transition zone include (1)
Does contaminant exposure exist at ground-water
discharge points, and, if so, do the exposure
concentrations exceed levels considered “ safe” for
the assessment endpoints? (2) Are exposures to
contaminants at ground-water discharge points
associated with deleterious effects to the
assessment endpoints? (3) Does the exposure to
contaminated ground-water pose unacceptable
risks to transition zone, benthic, and/or surface-
water assessment endpoints?

2.2.2 Hydrologic Regime and Contaminant
Fate and Transport Considerations during
Problem Formulation

As in any ground-water setting, the transport
and fate of contaminants will be a function of the
characteristics of the geologic materials through
which ground-water is passing, the chemical and
physical characteristics of the native ground-water,
and the physical and chemical characteristics of
the contaminants. In the transition zone, the
mixing of surface- and ground-waters can create
steep gradients (large changes over relatively short
distances) in water quality parameters such as DO
concentration,  salinity/conductivity, oxidation-
reduction potential (ORP), pH or temperature
which can be measured in the field, and hardness,
solids, and Acid Volatile Sulfides which can be
measured in the lab. The characteristics of the
substrate (especially sediments) such as mineral
content, grain size, porosity, and TOC in the
transition zone may also change abruptly over
relatively short distances. Each of these
characteristics can strongly influence contaminant
mobility. Contaminants that have traveled
considerable distances in ground-water with little
alteration may, upon entering and passing through
a transition zone, show rapid attenuation in this
zone due to the dynamic physical and chemical
characteristics of the zone. These changing
conditions, as contaminants move from the
ground-water environment to the transition zone,
can facilitate attenuation processes such as
adsorption, microbial degradation of chlorinated
solvents, and precipitation of some dissolved
metals.
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On the basis of these characteristics of the
transition zone, two key hydrogeologic questions
to consider in problem formulation are (1) How
close to the ecological resources are the
contaminants or  their  degradation  or
oxidation/reduction products? and (2) What are the
trangport and attenuation processes controlling the
mobilization, movement, flux, mass loading, and
observed distribution of contaminants? In
considering these questions in  problem
formulation it may be beneficial to understand the
role of smaller scale changes in permeability,
mobilization (such as ground-water moving
through contaminated sediment, etc.), movement
of contaminants in whatever form they are found
(such as dissolved, NAPL, colloid-bound, etc.),
and where the contaminants ultimately come to
reside.

Various GW/SW exchange conditions are
possible at the bed of any surface-water body
(Figure 2) (Conant 2001, 2004). There may be
situations where no ground-water discharges into
surface-water because the hydraulic gradient is
horizontal (Figure 2, No. 4), the hydraulic gradient
is away from the surface-water body (eg.,
downward vertical gradient; Figure 2, No. 5), or a
geologic barrier is present that prevents discharge
(Figure 2, No. 4). Alternatively, ground-water
discharge may occur at a low rate due to a low
hydraulic gradient and/or the presence of low to
moderate permeability materials that act to slow
the ground-water flow (Figure 2, No. 3).

In contrast to the above exchange conditions,
the presence of a strong hydraulic gradient and/or
highly permeable substrate may result in a
condition where the ground-water is able to
rapidly discharge with little opportunity for
attenuation. In this instance, contaminants come in
contact with organisms that not only live within
the sediment but also live on or use the sediment
surface or overlying surface-water or even
preferentially seek out these areas for spawning or
as thermal refugia (Figure 2, No. 2). Ground-
water discharge areas exhibiting this last exchange
condition may be viewed ether as geologic
windows that are easily detected (Figure 2, No. 2)
or as small “short circuits’ in otherwise no- or
low-inflow zones (Figure 2, No. 1) (Conant 2004).
The overall density and distribution of such short
circuits may be key factorsin determining whether
or not they drive a significant ecological risk. It is
important to remember that in any setting, ground-

water flow rate and direction are controlled by
hydrologic conditions. These conditions can be
highly variable, and multiple sampling events
conducted over time, or other tools that integrate
exposure or effects over time, may be needed to
characterize the transition zone.

3. Tools for Characterizing the
Hydrogeology and Ecology of the
Transition Zone

A variety of tools are available that can be used
to help locate and characterize areas of
contaminated ground-water discharge and
associated transition zones (EPA 2000; see Table
1 for some site-specific examples). Similarly, there
are anumber of tools and approaches available for
characterizing the ecological resources of the
transition zone and for evaluating the exposure of,
and effects on, those resources exposed to
contaminated ground-water. The choice of tools
will depend on the environment, the selected
assessment and measurement endpoints, and use
of the Data Quality Objectives Processwill help
the site team avoid sampling method bias. While
Tables 2 and 3 highlight commonly used tools for
characterizing the hydrogeology and ecology of
the transition zone, additional tools are identified
in A Compendium of Chemical, Physical and
Biological Methods for Assessing and Monitoring
the Remediation of Contaminated Sediment Stes
(U.S. EPA, 2003).

3.1 Hydrogeological Characterization

The identification and characterization of
contaminated ground-water may occur during the
screening ERA (Steps 1 and 2 of the 5-step
transition zone framework) and continue during
the baseline ERA. During the screening ERA, this
hydrological characterization may be based, in
part, on

Examination of existing maps of surficial and
bedrock geology and the local hydrology;
Examination of water chemistry data from
existing wells, piezometers, and surface-water;
Examination of boring logs and other geologic
data;

Evaluation of ground-water migration and
preferential pathways;

Collection and examination of remotely sensed
thermal data;
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TABLE 1 Examples of Case Studies Where Ground-Water and Surface-Water Investigations Were
Employed to Answer Site-Specific Questions Regarding Ground-Water Contaminant Exposure, Risks,

and Management

Site

Environmental Setting/lssue

Ground-Water Contaminant
Concern/Question

Nature of Ground-Water/Surface-Water
Investigation

ASARCO Tacoma
Smelter, Tacoma, WA

Metal smelting with arsenic in
ground-water adjacent to Puget
Sound.

Isthe arsenic, in parts per
thousand, in ground-water
discharges to the shoreline and
subtidal zones likely to cause an
adverse impact.

Arsenic speciation and electron probe analysis
show pH and redox increase when ground-water
goes through the transition zone results in
precipitation and the arsenic does not enter the
marine environment

Eagle Harbor, WA

Marine habitat, Puget Sound.

Identify zones of discharge to
harbor floor.

Towed temperature and conductivity probe linked
ground-water in the uplands with dischargesto
harbor sediment.

Eastland Woolen Mill,
East Sebasticook River,
ME

River system impacted by
chlorinated solvents from
former woolen mill.

Is contaminated ground-water
contributing to sediment toxicity?

In situ and laboratory toxicity tests, nested
multilevel minipiezometers demonstrated spatial
pattern of chlorobenzene transport and toxicity
(Greenberg et al.,2002). Microbial and meiofaunal
analyses documented changesin those
communities.

Leviathan Mine, CA

Open-pit sulfur mine at 7,000 ft
in Sierra Nevada Mountains,
with acidic discharge into
Leviathan Creek.

In highly mineralized geologic
setting, what isrelative
contribution of acid mine
drainage and natural acidic
discharge to water quality of the
watershed?

Investigation of Leviathan Creek using a hand-
held combined conductivity, pH, and temperature
meter revealed a single small natural seep,
compared to large inputs from the mine.

McCormick & Baxter
Creosoting Co.,
Portland, OR
http://www.deq.state.or.
us/nwr/mecormick.htm

Site adjacent to Willamette
River. Site used creosote,
pentachlorophenol, and metals
for wood treatment.

|'s there seepage of creosote or
other contaminants to the river
via ground-water?

Working with divers collecting sediment samples
and installing minipiezometers and seepage meters
within river, documented non-aqueous phase
liquid (NAPL) discharges from just below
sediment surface and ground-water discharge at
the shoreline and deeper in theriver.

St Joseph, M

Chlorinated solvent ground-
water plume migrating toward
Lake Michigan.

Isnatural attenuation sufficient to
keep contaminants from reaching
the lake?

Geoprobes with dotted screens were used to
identify an offshore solvent plume discharge zone,
demonstrating that natural attenuation was not
completely effective at thissite (Lendvay et .
1998). In 1999, pore water sampling of the near
shore sediments identified the main plume
discharge (MDEQ 2005).

Treasure Island Naval
Station, San Francisco,
CA

Chlorinated solvent plume
migrating toward/into San
Francisco Bay.

Location of ground-water control
monitoring points(water column
measurements or wells and
location of wells, if chosen).

The Navy agreed to place monitoring wells at
locations where a study of tidal mixing in the
ground-water revealed a 20% influence of
seawater; this made the GW/SW transition zone
the remedial compliance point.

Western Processing,
Kent, WA

Small stream (Mill Creek)
along site boundary.
Contaminated ground-water
discharging to stream.

Are stream sediments
contaminated with solvents and
metals, and, if so, what isthe
source of the contamination?
Could asimple removal of the
contaminated sediments address
the ecological risks?

Standpipes in the creek indicated artesian flow.
Solvent contamination was found to originate from
surface input, while the metals contamination was
due to the discharge of contaminated ground-
water.

Chevron Mining Inc.
(CMI) (formerly
Molycorp, Inc.),
Questa, NM

Molybdenum mine near the
Red River which isatributary
to the Rio Grande. Metal and
low pH loads to the river
system from ground-water

upwelling.

Do the concentrations of COPCs
in discharging ground-water,
surface water, and/or sediments
in upwelling exposure areas pose
unacceptable risks to aguatic life?

Laboratory and in situ toxicity tests, multilevel
minipiezometers, exposure chemistry, benthic and
fish community analyses were used to identify two
specific discharge points along the study area as
requiring evaluation during the Feasibility Study.
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Site walkovers for visible signs of discharge
(such as areas of differing sediment grain size
and structure or obvious seeps observable
under the low-river stage or tide conditions);
and

Site walkovers using portable (hand-held)
monitoring instruments such as
salinity/conductivity, pH, DO meters, and/or
temperature probes;

Geophysical  survey to characterize the
underlying geology and directly or indirectly
detect contaminated ground-water.

The use of “standard” monitoring wells and
piezometers to characterize conditions within the
transition zone may not be feasible, as these tools
will typically be too large to use in a transition
zone environment. A number of relatively
inexpensive and simple portable instruments are
available that may be used to locate areas of
contaminated ground-water discharge. These
instruments include:

Passive Diffusion Samplers
Peepers,

Miniprofilers,

Pushpoint pore-water samplers,
Minipoint samplers,

Sippers,
Hydraulic potentiomanometers
Seepage meters.

For the basaline ERA, additional

hydrogeological characterization data may be
needed to evaluate the assessment and
measurement endpoints and address the risk
hypotheses and questions (see Step 4 of the
transition zone CSM framework). Portable
instruments can be used to (1) rapidly and
inexpensively identify and characterize ground-
water discharge areas, (2) support a screening-
level risk assessment, and (3) yield quantitative
contaminant data of sufficient quality to support
the needs of a baseline ERA. The instruments that
could be implemented at a specific site will be
based on the CSM and the capabilities and metrics
of the individual tools. Because different tools
may have quite different metrics, site
characterization will benefit greatly from early
consideration of how the data will be evaluated,
interpreted, and integrated. When tools cannot
effectively sample the zone of primary interest,

consideration can be given to sampling in adjacent
zones, provided agreements are reached how the

data will be interpreted in the ERA. Brief
descriptions of  tools for  hydrologica
characterization are presented in Table 2.

Additional information regarding the sampling of
ground-water and interstitial water can be found
at:

« http://clu-in.org/techdrct/,
« http://www.epa.gov/tio/tsp/issue.htm
* http://www.ert.org/.

3.2 Characterization of Ecological
Resources, Their Exposures, and
Resulting Effects

Numerous tools and approaches are available
for characterizing the ecological resources of a
transition zone and for evaluating the effects of
exposure to  ground-water  contamination
(Williams 1999). These include survey protocols
using avariety of devicesto sample and/or analyze
periphyton, benthic invertebrates, and fish (e.g.,
Barbour et al. 1999) and the microbial community
(e.g., Adamus 1995; Hendricks et a. 1996;
Williams 1999) (Table 3). These tools may be
used to identify the types and abundances of
species, characterize the structure of the ecological
communities, and evaluate microbial processes of
the transition zone and associated ground-water
discharge areas.

Exposure of transition zone biota may be
inferred from survey data by spatialy linking
survey habitats with the presence of contaminated
ground-water (as determined using the previously
described hydrogeological characterization tools).
Uptake of ground-water contamination by biota
may be estimated, and exposures characterized,
using in situ approaches such as the direct analysis
of ground-water-associated contaminants in biota
that inhabit the transition zone and associated
areas, or through the chemical analysis of test
organisms following controlled exposure in areas
of contaminated ground-water. Exposure of
transition zone biota may be estimated using
semipermeable membrane devices (SPMDs) to
estimate potential uptake of ground-water
contamination by exposed biota (limitations can be
minimized by field calibration at the site of
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interest—see Section 4.2). Exposure levels may
also be inferred through the use of contaminant
uptake factors (such as bioconcentration factors
[BCFg]) that are avalable in the scientific
literature for many chemicals. Effects can be
inferred from traditional tools applied to the
transition zone (e.g., in-situ toxicity tests,
comparison  with  criteria  or  risk-based
concentrations for various media).

4. Evaluating Ecological Risks in the
Transition Zone and Associated
Ground-water Discharge Areas

Ecological risks to most biota in the transition
zone and discharge area from exposure to
contaminated ground-water can be effectively
predicted by (1) evaluating ground-water
chemistry at the transition zone and (2) estimating
the resulting direct and indirect ecological effects
from that exposure. Other approaches can be very
useful when needed to reduce uncertainty
regarding effects on the selected assessment
endpoints. These evaluations may be directly
incorporated into the 8-step process for designing
and conducting ERAs (U.S. EPA 1997; see
Section 2.1). Decisions regarding risk
acceptability and subsequent risk-management
decisions can be made based on the outcomes of
these evaluations. Figure 4 presents an example of
a decision tree for assessing ecologica risks
associated with the discharge of contaminated
ground-water through the transition zone. If
unacceptable risks are identified and remediation
is appropriate, the ERA should ultimately provide
risk-based preliminary remediation goals (PRGS)
and will assist in the identification and evaluation
of remedia alternatives and in the evaluation of
remedial success (U.S. EPA 19944, 1997).

4.1 Evaluation of Ground-water and
Transition Zone Water Chemistry

The concentrations of chemicals in the ground-
water and transition zone waters can be evaluated
in the screening and baseline ERAs (Figure 4).
These evauations compare measured chemical
concentrations to benchmark values that represent
water concentrations considered protective of
exposed aguatic biota. Chemicals present at
concentrations below the benchmark values are

assumed to pose acceptable risks to the transition
zone biota. The baseline ERA may also employ
evaluations of exposure and effects to support a
risk characterization.

4.1.1 Evaluating Ground-Water Chemistry
in the Screening-Level Risk
Assessment

In the screening-level ERA, the maximum
chemical concentration detected in ground-water
is compared to applicable benchmark values (Step
2 of the Superfund ERA process [U.S. EPA
1997]). Use of maximum detected concentrations
of the contaminants is consistent with the use of
conservative assumptions in the screening-level
ERA. The benchmark values used in the screening
ERA are the Ambient Water Quality Criteria
(AWQC) (U.S. EPA 2002a), which identify
concentrations of selected chemicas that are
considered protective of aquatic biota under
chronic exposures in fresh and marine waters (see
Text Box 3). Because the AWQC are considered
protective of benthic organisms, they are suitable
for evaluating transition zone organisms. When an
AWQC is not available for a specific chemical
(eg., many volatile organic compounds), an
aternative screening value may be selected (U.S.
EPA 1997), or the chemical is carried forward into
the baseline ERA for further analysis by another
approach. The ground-water concentrations should
be compared with the lowest appropriate chronic
criteria. In brackish systems, both freshwater and
marine chronic criteria should be considered. The
assumptions regarding the applicability of AWQC
or other benchmarks for evaluating potential
ecological risks to transition zone biota should be
discussed in the uncertainty analysis that is part of
the risk assessment (U.S. EPA 1997).

Chemicals with maximum ground-water
concentrations below the AWQC are assumed to
pose negligible ecological risk and that chemical-
specific ground-water pathway can be removed
from further consideration in the ERA (Figure 4),
while those with concentrations exceeding
benchmark levels are further evaluated in the
baseline ERA. Depending on the potentialy
complete exposure pathways identified in the
CSM, chemicals may need to be evaluated in other
media such a sediment or  tissue
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TABLE 2 Tools That May Aid in the Identification and Characterization of Areas of Contaminated
Ground-Water Discharge

Tool

Description

Direct Push Technology

Vibracores and Geoprobes are examples of direct push sampling tools that can be used in the sediments to obtain
sediment cores and samples, and, with adaptations, to obtain water samples at depth below the sediment surface.

Geologic and
maps

topographic

Surficia and, in some settings, bedrock geologic maps of the stream and near-stream environment may indicate which
zones are most likely to have significant interchange between ground-water and surface-water.

Hydraulic potentiomanometer

Winter et a. (1988) present a device that consists of a stainless steel probe with a screened section near the tip that is
connected by atube to amanometer whose other tube can be placed within a surface-water to measure the head difference
between ground and surface-water at a sampling station. The device can also be used to obtain ground-water samples by
detaching the probe from the manometer and withdrawing a sample with a hand pump.

Minipoint sampler

Duff et al. (1998) present a sampler that has six small-diameter stainless steel tubes set in a 10-cm-diameter array preset
to drive depths of 2.5, 5.0. 7.5, 10.0, 12.5, and 15.0 cm. Ground-water samples from all depths are withdrawn
simultaneously by a peristaltic pump.

“Mini” Profiler

Conanat et al. (2004) modified a soil vapor probe by Hughes et al. (1992), creating a miniature hand-driven version of a
profiler that can be used to recover interstitial water samples from multiple depths in the same hole to a depth of 1.5m.
The mini Profiler is a thin-walled tube (0.64 mm OD) with a drive point that contains small-screened ports. Pumping
distilled water down the device and through the ports during driving keeps the ports free of material. In sampling mode, a
pump purges the device of distilled water and draws a formation water sample up to the surface. The full-size Waterloo
Profiler can be used to depths of 10s of meters (Pitkin et al., 1999).

Passive diffusion sampler
(PDS)

Vroblesky and Hyde (1997) and Vroblesky et al. (1996, 1999) present development of an inexpensive sampler that
collects volatile organic compounds (VOCs) by diffusion and has been successfully used at a number of sites to detect
where VOC plumes are discharging to surface-water. Results provide an estimate of average concentration in the
sampled water. Independent data are needed to determine flow direction past the sampler (i.e., if the sampler is collecting
ground-water or surface-water). For additional information, see: http://mawater.usgs.gov/publications/wrir/
wri024186/report.ntm. PDSs have been developed for other contaminants (e.g. metals).

Peepers

Hesdlein (1976) and Mayer (1976) first developed diffusive equilibration samplers in which the sampler consists of a
vertical array of deionized water-filled chambers separated from interstitial water by a dialysis membrane. A number of
modifications to this basic sampler now exist (USEPA 2001b; Burton et al. 2005). Results and limitations are similar to
those encountered with PDSs above.

PushPoint
sampler

interstitial  water

MDEQ (2006, in review) presents a sampler that consists of a thin-walled metal tube with a chisel-pointed tip and a4-cm
screened interval abovethistip. A retractable stainless-steel plug prevents clogging of the screen during driving into the
sediment. At the desired depth, an interstitial water sample can be removed by a syringe or peristaltic pump attached to
the top of the device. For additional information on push-point sampling, see Zimmerman et al. (2005).

Radiologic analyses

Krest and Harvey (2003) describe a method using radioactive tracers (which can be quantified much more precisely than
most organic chemicals), best used in areas with very low hydraulic gradient without the potential confounding factors
such as salinity change.

Remotely sensed thermal data

Airborne forward-looking infrared radiometry (FLIR) thermal-imagery equipment. Helicopter-mounted FLIR equipment
takes infrared photographs of the rivers to provide visual images of surface-water temperatures. Areas of ground-water
discharge may be indicated if there is sufficient temperature contrast between the discharging ground-water and
surrounding surface-water temperatures. For additional information, go to: http://geopubs.wr.usgs.gov/open-file/ of02-
367/0f02-367.pdf and http://www.ecy.wa.gov/pubs/0110041.pdf.

Sediment probe

Lee (1985) developed a sediment probe that is towed in contact with bottom sediments and detects zones of plume
discharge by detection of conductivity anomalies. Other researchers have also used conductivity or resistivity
measurements successfully but with more traditional, labor-intensive devices

Seepage meter

Unlike the devices discussed above, the seepage meter can give a discharge rate and flow direction through a stream bed.
The basic seepage meter design originally presented by Lee (1977) and Lee and Cherry (1978), consists of the top section
of a steel drum with a plastic bag attached as a sample collector. A variation on this design is the UltraSeep, system
which is instrumented to monitor conductivity, temperature and fluid seepage rate (http://clu-
in.org/programs/21m2/navytools/gsw/). A basic seepage device is driven into the sediment, and natura seepage is
alowed to fill the sample bag. The volume obtained during deployment can be sampled for analysis as well as used to
calculate a seepage rate. If it is known that seepage is into the streambed, the bag can be pre-filled with a known volume
of water to allow seepage into the sediment and calculation of the seepage rate. While there are a number of uncertainties
associated with the use of seepage meters, these meters can provide a measure of what is coming through the sediment
and into surface-water that no other device can provide.

Sippers

Zimmerman et al. (1978) and Montgomery et a. (1979) present a sampler that consists of a hollow PVC stake with a
porous Teflon® collar. The device has a sampling tube that runs its full length and a gas port at the top. The device is
driven into the sediment and evacuated with a hand pump. Interstitial water then seeps into the device. The sample is
removed by displacement with argon gas pumped in through the gas port. The initia filling of the device through
application of avacuum may limit its utility in sampling VOCs.

Site walkovers with handheld
meters

Wading a shallow site with appropriate field sampling devices (e.g., temperature, pH, or conductivity meters) may be
useful to preliminarily delineate some contaminant plumes. This may be especialy useful in settings with ground-water
discharge through discrete seeps where the measured parameters have steep gradients.
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TABLE 3 Tools That May Aid in the Characterization of Ecological Resources of the Transition Zone and
in the Evaluation of the Effects of Exposure of Those Resources to Contaminated Ground-Water

Tool

Description

Invertebrate community
survey protocols

These protocols may include sampling devices such as sediment cores and colonization samplers (e.g., rock
baskets, trays of sediment) to collect invertebrates of the infaunal communities at the ground-water
discharge area. The transition zone community can be considered a simple extension of the infaunal
communities. Sediment core samples are taken from the biologically active zone, which may be fairly deep
(ca. 1 m) or fairly shallow (afew cm), or targeted to reach specific macroinvertebrates such as burrowing
shrimp or bivalves (perhaps >1 m). Colonization samplers can be placed on the bottom of awater body as a
means of collecting macroinvertebrate fauna. Following sampling, the collected biota can be analyzed using
well-established bioassessment methods (e.g., as described in Barbour et a. 1999). The use of invertebrate
surveys has proven effective in evaluating contaminated ground-water (Malard et al. 1996). When compared
to uncontaminated sites, the results can reveal whether the invertebrate community has been affected by the
exposure.

Laboratory interstitial
water and sediment
toxicity tests

These are traditional toxicity tests (U.S. EPA 1994b,e) that can be conducted on samples obtained from
various locations in the transition zone. However, care must be taken to maintain the chemistry (redox, pH)
and physical structure of the sample, and to prevent volatilization of contaminants.

Microbia community
survey protocols

There are well-established methods for investigating microbial communities at the GW/SW transition zone
(e.g., Hendricks 1996). The results of the survey may be useful to show whether there are differences
between the microbial communities in contaminated and uncontaminated ground-water discharge zones.

Tissue analysis of resident
biota (bioaccumulation
measures)

Biota are collected from the transition zone and/or areas of ground-water discharge and associated surface-
waters and analyzed for the ground-water contaminants.
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FIGURE 4 An Example Decision Tree for Evaluating Ecological Risks Associated with
the Discharge of Contaminated Ground-Water through the Transition Zone.
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Text Box 3: Using AWQC in GW/SW
ERAs

As done for any ecological risk assessment, the
assessor should determine whether the specific
AWQC are appropriately protective of benthic
infaunal and epifaunal organisms exposed to
discharging contaminants. This determination,
athough difficult if AWQC are not available
for certain contaminants, may be important
where volatile contaminants are discharged. In
these cases, reviewing the derivation of the
AWQC may help determine an appropriate site-
specific  screening  level, help  select
investigatory tools in the baseline ERA, or help
with the uncertainty analysis.

Typicaly, screening-level ERAs rely on
previously available data. Thus, the equipment and
methods used to provide the ground-water data
(see Table 2) may have been sdected and
implemented prior to the involvement of the
ecological risk assessor. In some cases, the
available ground-water data may be from wells
screened below the aquifer that is discharging to
surface-water. Therefore, the risk assessor should
confirm that the ground-water data are acceptable
and that the samples are appropriately
representative for their intended use in the
screening-level  risk  assessment.  Additional
infformation on ground-water sampling is
presented in a Ground Water Forum |ssue Paper
(U.S. EPA 2002b). The ecologica risk assessor
should also determine whether the detection limits
for the ground-water data will support a
meaningful comparison to the benchmark values
(e.g., whether the detection limits are at or below
the screening values). If the ground-water data are
not appropriate with regard to sampling issues and
detection limits, they may have reduced value for
the screening ERA.

4.1.2 Evaluating Transition Zone Water
Chemistry in the Baseline Risk
Assessment

In the baseline ERA (U.S. EPA 1997),
chemical concentrations in ground-water at the
transition zone are compared to AWQC (U.S. EPA
2002a) or other benchmark values for protection
of aguatic life, but using more realistic exposure-

point concentrations than those evaluated in the
screening ERA. These new comparisons will not
use maximum detected ground-water
concentrations as in the screening ERA, but rather
use exposure-point concentrations that are
reasonably anticipated or expected to exist or
occur at a site (the reasonable maximum
exposure). Reasonable exposure point
concentrations can be determined, in consultation
with the site hydrogeol ogist, from a particular well
or set of wells aong the flow path(s) from the
source to the discharge zone in the surface-water.
However, it may be preferable to determine this
more realistic exposure-point concentration from
available or new data from transition zone
samples. When new data are to be collected, the
risk assessment team should jointly develop the
sampling design. Similarly, if there are concerns
for human health impacts, usually from foodweb
magnification, then the sampling design should
also be coordinated with the appropriate human
health risk assessors.

Sampling-design considerations for the baseline
ERA should include both hydrogeologic and
ecological factors. Hydrogeologic factors may
include ground-water and surface-water dynamics
and seasona variability, water table elevation,
surface-water level and flow rates, bed material,
locations of paleochannels, preferential ground-
water flow paths, and contaminant concentrations
in interstitial water from the transition zone.
Ecological factors may include the types and
distributions of biota associated with the transition
zone and ground-water discharge areas, their
contribution to the food web, and life history
aspects of the biota such as seasona occurrence
and the vertical distribution and movement of the
biota within the sediment. The collection of new
ground-water data for use in the ERA may utilize
one or more of the sampling tools identified in
Table 2 for characterizing hydrologic conditions.
Generally, these sampling tools fall into two broad
categories. (1) tools that actively collect a sample
a a gspecific time period (e.g., piezometers,
pushpoint samplers) for instantaneous
concentrations and (2) tools that passively collect
samples over time (e.g., peepers, seepage meters,
and PDSs) for more integrated concentrations or
contaminant mass.
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4.2 Evaluating Biota Exposure and
Effects

Baseline ERAs of other ecosystems typically
employ evaluations of exposure and effects to
provide multiple lines of evidence for
characterizing risks. The methods typicaly
employed in evaluating exposure and effects to
benthic biota can be readily extended to transition
zone biota exposed to contaminated ground-water
discharges. These methods include benthic
community analyses, toxicity testing, and
bioaccumulation evauations. In selecting these
methods to evaluate exposure and effects to
transition zone biota, the risk assessor must
consider the same issues that are typicaly
addressed during benthic ecosystem  risk
assessments. These issues include, but may not be
limited to, the use of reference sites to address
natural variability and background conditions
(U.S. EPA 1994d), confounding factors that could
affect toxicity results, toxicity testing using media
collected along contamination gradients in order to
develop  doseresponse  relationships, and
uncertainties associated with many of the input
parameters of uptake models. These issues are
typically addressed during the problem
formulation and study design portions of ERA
development (Steps 3 and 4, respectively, of the
Superfund ERA process).

Community analysis of transition zone organisms
can be used to identify differences in community
structure, biomass, species richness and density,
relative abundance, and other parameters (U.S.
EPA 1994c), and a variety of methods are
available for sampling and evauating transition
zone biota (i.e., Hendricks 1996; Williams 1999).
However, evaluating alterations in transition zone
communities is challenging, and shares exactly the
same issues and considerations as benthic
community analyses or other field studies. These
issues include natural variability (e.g., associated
with ground-water discharge/recharge), the need
for concurrent community analyses at appropriate
reference sites (see Barbour et a. 1999), and the
overarching need for synoptic sampling of
exposures and effects.

Toxicity testing and  bioaccumulation
evauations have been used at severa sites to

evaluate the effects of ground-water contamination
on transition zone biota. Toxicity testing, which
involves the exposure of organisms to
contaminated media, provides direct evidence of
contaminant effects on transition zone biota (U.S.
EPA 1994¢€). A wide variety of toxicity tests have
been developed for use in ecologica risk
assessments (U.S. EPA 1994b), and many of these
may be directly applicable to evauating
contaminant effects on transition zone biota.
While these types of studies are often conducted in
the laboratory using media collected from the site,
in situ studies have also been used and may be
preferable because they provide more redlistic
exposures than do laboratory studies (U.S. EPA
1994e; Greenberg et a. 2002; Burton et al. 2005).

Bioaccumulation evaluations examine the uptake
of contaminants by exposed biota and can be used
to infer potential effects to transition zone biota
when concentrations exceed tissue levels
considered adverse to the organisms or their
predators. Bioaccumulation may be measured by
(1) tissue analysis of indigenous biota, (2) analysis
of cultured test organisms (eg., fish,
macroinvertebrates) exposed in situ (US EPA
2004), (3) the use of SPMDs, and (4) the use of
contaminant-uptake models. Tissue analysis
provides a direct estimate of contaminant uptake
and  bioaccumulation  under  site-specific
conditions. Semipermeable membrane devices
may also provide a sSite-specific estimate of
passive uptake and bioaccumulation. However,
because SPMDs serve as surrogates for biota and
involve no sampling or analysis of biota, their use
for estimating bioaccumulation should be
approached with caution. Unless a quantitative
relationship has been established between the
bioaccumulation estimated by the SPMD and that
measured in biota exposed at the site, the use of
SPMDs is not recommended for evaluating
bioaccumulation. These devices may, however, be
useful for delineating areas of contaminated
ground-water discharge (as in Step 2 of the
transition zone problem formulation framework)
or monitoring these areas (Huckins et al. 1993).
Because contaminants partition among water,
sediment, and organisms (recall that partitioning
will have been evaluated during problem
formulation and CSM development), sediment
analysis may be necessary to interpret
bioaccumulation results for decision-making.
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While there currently are no examples of
guantitative contaminant uptake models for
transition zone biota, existing approaches used to
estimate contaminant uptake by aquatic biota may
be applicable for wuse in transition zone
ecosystems. For aguatic biota, contaminant uptake
models employing laboratory-derived BCFs or
field-derived bioaccumulation factors (BAFs) are
commonly used to estimate biota tissue
concentrations from contaminant concentrations
measured in aquatic media (e.g., see Suter et al.
2000). While such models may be used for
estimating tissue concentrations in transition zone
biota, the risk assessor should address many of the
typical modeling issues (such as nonlinearity
between BCFs and ambient contaminant
concentrations when selecting a BCF; and the
potential for deviations from equilibrium
assumptions) in the interpretation of model results.

4.3 Characterizing Risks

Ecological risks to the transition zone are
characterized after the collection and analysis of
physical, chemical, and ecological data have been
completed (Figure 4). The risks can be
characterized using the lines-of -evidence approach
commonly used in ecological risk assessments
(U.S. EPA 1997, 1998). The characterization
includes uncertainty analysis to assist in risk
management.  Incorporating the transition zone
leads to improved decision-making in the overall
ERA by reducing uncertainty in the conclusions of
which  receptors/assessment  endpoints  are
significantly  impacted, determining  which
stressors dominate, and from which compartments
(e.g., surface-water, bedded sediments, upwelling
ground-water) those stressors originate.

5. Summary

The transition zone represents a unique and
important ecosystem that exists between surface-
water and the underlying ground-water, receiving
water from both of these sources. Biota inhabiting,
or otherwise dependent on, the transition zone may
be adversely impacted by contaminated ground-
water discharging through the transition zone into
overlying surface-waters. ERAs addressing
contaminated ground-water discharge to surface-
waters typicaly have not evaluated potentia
contaminant effects to biota in the transition zone.

However, numerous hydrogeologicad and
ecological methods and tools are available for
delineating ground-water discharge areas in a
rapid and cost-effective manner, and for
evaluating the effects of contaminant exposure on
transition zone biota. These tools and approaches,
which are commonly used in hydrogeological and
ecological investigations, can be readily employed
within the existing EPA framework for conducting
screening- and baseline-level ERAs in Superfund
(U.S. EPA 1997) and satisfy the requirement to
identify and characterize the current and potential
threats to the environment from a hazardous
substance release.

6. Glossary

Abiotic: Characterized by absence of life; abiotic
materials include the nonliving portions of
environmentah media (e.g., water, air, soil,
sediment), including light, temperature, pH,
humidity, current velocity, and other physical and
chemical parameters. Abiotic chemica reactions
are not biologically mediated (i.e., do not involve
microbes).

Acute: Having a sudden onset or lasting a short
time. An acute stimulus to a contaminant is severe
enough to induce a rapid response. With regard to
ground-water contamination, the term acute can be
used to define either exposure to a chemical (short
term) or the response to such an exposure (effect).

Aquifer: A body of geologica materials such as
sand and gravel or sandstone, that is sufficiently
permeable to transmit ground-water and yield
economically significant quantities of water to
wells or springs

Assessment Endpoint: An explicit expression of
the environmental value that is to be protected,
such as gpecific ecological processes, or
populations/communities of organisms to be
protected (e.g., a sustainable population of insect
larvae important as fish food)

Baseline Ecological Risk Assessment: An
ecological risk assessment that evaluates the
exposure and effects of a contaminant to
ecological resources under site-specific exposure
scenarios and using site-specific  physical,
chemical, and biological data.
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Benchmark Value: In ecological risk assessment,
a media-specific environmental concentration or a
receptor-specific ~ dose  concentration  that
represents a threshold for adverse ecological
effects (a maximum “safe” chemical concentration
or dose). Media or dose concentrations at or below
a benchmark value are considered unlikely to
cause adverse ecological effects.

Benthos. The community of organisms (plants,
invertebrates, and vertebrates) dwelling on the
bottom of a body of surface-water (e.g., pond,
lake, stream, river, wetland, estuary, ocean).

Bioaccumulation: The process by which
chemicals are taken up and incorporated by an
organism either directly from exposure to a
contaminated medium or by consumption of food
or water containing the contaminant.

Bioaccumulation Factor (BAF): The ratio of the
concentration of a contaminant in an organism to
the concentration in the ambient environment at
steady state, where the organisms can take in the
contaminant through ingestion with its food and
water aswell asthrough direct contact.

Bioconcentration: The process by which there is
net accumulation of a chemical directly from an
exposure medium into an organism.

Bioconcentration Factor (BCF): The ratio of the
concentration of a contaminant in an organism to
the concentration in the exposure medium, where
the organisms can take in the contaminant through
direct contact with the medium.

Biodegradation: The process by which chemical
compounds are degraded into more elementary
compounds by the action of living organisms;
usually refers to microorganisms such as bacteria.

Biomass: Any quantitative estimate of the total
mass of organisms comprising al or part of a
population or any other specified unit, or within a
given area at a given time; typically measured as a
volume or mass (weight).

Biome: A biogeographical region or formation; a
major regional ecological community
characterized by distinctive life forms and
principal plant or animal species.

Biotic: The living portion of the environment;
pertaining to life or living organisms; caused by,
produced by, or comprising living organisms.

Chronic: Involving a stimulus that is lingering or
continues for a long time; often signifies periods
of time associated with the reproductive life cycle
of a species. Can be used to define either exposure
to a chemical or the response to such an exposure
(effect). Chronic exposures to chemicals typically
induce a biological response of relatively slow
progress and long duration.

Community: Any group of organisms comprising
a number of different species that co-occur in the
same habitat or area and interact through trophic
and spatial relationships.

Community Analysiss An andysis of a
community within a specified location and time.
Community analyses may focus on the number of
different species present, the types of species
present, or the relative abundance of the species
that are present in the community.

Community Structure: Refers to the species
composition and abundance and the relationships
between species in acommunity.

Conceptual Site Model: Describes a series of
working hypotheses of how a stressor (chemical
contaminant) might reach and affect a biological
assessment  endpoint; describes the assessment
endpoint potentialy at risk from exposure to a
chemical, the exposure scenario for the receptor,
and the relationship between the assessment and
measurement  endpoints and the exposure
scenarios.

Diffusion: The process by which both ionic and
molecular species dissolved in water move from
areas of higher concentration to areas of lower
concentration.

DNAPL : dissolved non-aqueous phase liquid

Downwelling: The movement of surface-water
down into or through the underlying porous media
(e.g., recharge to ground-water).

Ecohydrology: An emerging discipline linking
ecology with hydrology through the entire water
cycle over scales ranging from plant community
relationships with ground-water to watershed-level
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processes.

Ecological Risk Assessment: The process that
evaluates the likelihood that adverse ecological
effects may occur as a result of exposure to one or
more Stressors.

Ecosystem: The biotic and abiotic environment
within a specified location and time, including the
physical, chemical, and biological relationships
among the biotic and abiotic components.

Ecotone: The boundary or transition zone between
adjacent communities or biomes.

Electrical Conductivity: A measure of the ability
of a solution to carry an electrical current.
Conductivity is dependent on the tota
concentration of ions dissolved in the water

Environmental Value: (See  Assessment
Endpoint). Environmental values include specific
ecological processes or populations/communities
of organisms to be protected (e.g., a sustainable
population of insect larvae important as fish food).

Epifauna: Biota that live on the surface of
sediment, as distinguished from infauna, which
live in the sediment.

Exposure Pathway: The course a chemica or
physical agent takes from a source to an exposed
organism. Each exposure pathway includes a
source or release from a source, an exposure point,
and an exposure route (including respiration [e.g.
via gills], ingestion, etc.). If the exposure point
|ocation differs from the source,
transport/exposure media (i.e., air, water) are also
included.

Exposure Poaint Concentration: The
concentration of a contaminant a an exposure
point.

Food Web: The pattern of interconnected energy
(food) transport among plants and animals in an
ecosystem, where energy is transferred from plants
to herbivores and then to carnivores by feeding.

Ground-Water Discharge Zone: An area where
ground-water exits the subsurface as a spring or a
seep, as baseflow into a stream, or directly into an
overlying surface-water body (pond, lake, ocean).

Ground-Water/Surface-Water Interface. The
boundary between ground-water and surface-water
that occurs in the substrate beneath the surface-
water body. It isusually defined by examining and
mapping interstitial water quality to determine the
origin of the water. It may be very diffuse and
dynamic and difficult to define (compare with:
Transition Zone).

Habitat: The local environment occupied by an
organism with characteristics beneficial to the
organism. The habitat may be used only during a
certain life stage or season

Hydraulic Conductivity: The capacity of a rock
to transmit water. It is expressed as the volume of
water at the existing kinematic viscosity that will
move in unit time under a unit hydraulic gradient
through a unit area measured at right angles to the
direction of flow.

Hydraulic Gradient: The change of hydraulic
head per unit of distance in a given direction.

Hydraulic head: The height of the free surface of
a body of water above a given point beneath the
surface.

Hypolentic Zone: The zone of ground-water and
surface-water mixing that occurs in the sediments
beneath a lake or wetlands (not beneath moving
waters, see Hyporheic Zone).

Hyporheic Zone: Latticework of underground
habitats through the sediments associated with the
interstitial waters in the substrate beneasth and
adjacent to moving surface-waters. The hyporheos
is the community of organisms adapted to living in
this zone. The zone is defined based on biological,
hydrological, and chemical characteristics.

Infauna: Biotathat live within or burrow through
the substrate (sediment), as distinguished from
epifauna, which live upon the substrate

Infiltration: Process by which water moves from
the earth’s surface or from surface-water down
into the ground-water system.

In Situ: Refers to a condition or investigation
(such as a toxicity test) in the environment (in the
field at asite).
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Interstitial Water: The water filling the spaces
between grains of sediment. Often used
interchangeably with “pore water.” The term
indicates only the presence of water, not its origin.

Macroinvertebrate: An invertebrate animal large
enough to be seen without magnification and
retained by a 0.595-mm (U.S. #30) screen.

Measurement  Endpoint: A measurable
ecological characteristic that is related to the
valued characteristic chosen as the assessment
endpoint; often expressed as the statistical or
arithmetic summaries of observations that make up
the measurement.

Meiofauna: The small biota (<1 mm diameter)
that inhabit the interstitial spacesin sediment.

Natural Attenuation: The natural dilution,
dispersion, (bio)degradation, irreversible sorption,
and/or radioactive decay of contaminants in soils
and ground-water.

Periphyton: Attached microflora growing on the
bottom of a water body, or on other submerged
substrates, including higher plants.

Permeability: The capacity of a rock for
transmitting a fluid; a measure of the relative ease
with which a porous medium can transmit aliquid.

Piezometer: A small-diameter, nonpumping tube,
pipe, or well used to measure the elevation of the
water table or potentiometric surface. A
piezometer may aso be used to collect ground-
water samples.

Pore Water: The water filling the spaces between
grains of sediment. Often used interchangeably
with “interstitial water.”

Potentiometric Surface: A surface that represents
the level to which water will rise in tightly cased
wells. The water table is the potentiometric surface
of an unconfined, or the uppermost, aquifer.

Problem Formulation: Problem formulation
establishes the goals, breadth, and focus for an
assessment. In a basdine ecological risk
assessment, problem formulation establishes the
assessment  endpoints, identifies  exposure
pathways and routes, and develops a conceptual
site model with working hypotheses and questions

that the site investigation will address.

Productivity: (1) The rate of formation of new
tissue or organisms, or energy use, by one or more
organisms. (2) Capacity or ability of an
environmental unit to produce organic material.

(3) Recruitment ability of a population from
natural reproduction.

Refuge (refugia): An area to which an organism
may escape to avoid a physical (e.g., temperature,
water current), chemical (e.g., low dissolved
oxygen, a high contaminant concentration), or
biologic stressor (e.g., a predator).

Risk: The expected frequency or probability of
undesirable effects resulting from known or
expected exposure to a contaminant.

Risk Characterization: A phase of an ecological
risk assessment in which the results of the
assessment  are integrated to evaluate the
likelihood of adverse ecological effects associated
with exposure to a contaminant.

Risk Question: Questions developed during the
problem formulation phase of a baseline risk
assessment, about the relationships among the
assessment endpoints, exposure pathways, and
potential effects of the exposure. These questions
provide the basis for developing the risk
assessment study design and the subsequent
evaluation of the results.

Screening Ecological Risk Assessment: An
ecological risk assessment that evaluates the
potential for adverse ecologica effects to
ecological resources under very conservative site-
specific exposure scenarios (e.g., maximum
documented exposure concentrations) and using
screening benchmark values.

Species Richness: The absolute number of species
in acommunity.

Stressor: Any physical, chemical, or biologica
entity that can induce an adverse ecological
response (e.g., reduced reproduction, increased
mortality, habitat avoidance).

Surrogate Species: A species selected to be
representative of an assessment endpoint and on
which arisk characterization will focus.
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Total Organic Carbon (TOC): Estimated
concentration of the sum of al organic carbon
compounds in a water or sediment sample by
various methods. It can influence bioavailability
because some contaminants adsorb to organic
carbon.

Toxicity Test: An evaluation of the toxicity of a
chemical or other test material (environmental
media) conducted by exposing atest organism to a
specific level of the chemica or environmental
media and measuring the degree of response
(mortality, reduced growth, reduced egg
production) associated with the specific exposure
level.

Transition Zone: The zone of transition from a
ground-water dominated system to a surface-water
dominated system. It includes, but is not limited to
the zone where the ground-water and surface-
water mix as well as any Ground-Water/Surface-
Water Interface that may be present.

Unconfined Aquifer: An aquifer in which there
are no confining beds between the zone of
saturation and the surface.

Upwelling: The movement of water in an
underlying porous medium up into the surface-
water (e.g., ground-water discharge).

Water table: The elevation of the water surface
in a well screened in the uppermost zone of
saturation (ground-water), i.e., in an unconfined
aquifer.
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Preface

This Guidance on the Development, Evaluation, and Application of Environmental Models was prepared in
response to a request by the U.S. Environmental Protection Agency (EPA) Administrator that EPA’s
Council for Regulatory Environmental Modeling (CREM) help continue to strengthen the Agency's
development, evaluation, and use of models (http://www.epa.gov/osp/crem/library/whitman.PDF).

A draft version of this document (http://cfpub.epa.gov/crem/crem_sab.cfm) was reviewed by an
independent panel of experts established by EPA's Science Advisory Board and revised by CREM in
response to the panel's comments.

This final document is available in printed and electronic form. The electronic version provides direct links
to the references identified in the document.

Disclaimer

This document provides guidance to those who develop, evaluate, and apply environmental models. It
does not impose legally binding requirements; depending on the circumstances, it may not apply to a
particular situation. The U.S. Environmental Protection Agency (EPA) retains the discretion to adopt, on a
case-hy-case basis, approaches that differ from this guidance.



http://www.epa.gov/osp/crem/library/whitman.PDF�
http://cfpub.epa.gov/crem/crem_sab.cfm�

Authors, Contributors, and Reviewers

This document was developed under the leadership of EPA’s Council for Regulatory Environmental
Modeling. A number of people representing EPA’s core, program, and regional offices helped write and
review it.

PRINCIPAL AUTHORS:

Council for Regulatory Environmental Modeling Staff:
Noha Gaber, Gary Foley, Pasky Pascual, Neil Stiber, Elsie Sunderland

EPA Region 10:
Ben Cope

Office of Environmental Information:
Annett Nold (deceased)

Office of Solid Waste and Emergency Response:
Zubair Saleem

CONTRIBUTORS AND INTERNAL REVIEWERS:

EPA Core Offices:

Office of Research and Development:

Justin Babendreier, Thomas Barnwell (retired), Ed Bender, Lawrence Burns (retired), Gary Foley, Kathryn
Gallagher, Kenneth Galluppi, Gerry Laniak, Haluk Ozkaynak, Kenneth Schere, Subhas Sikdar, Eric
Weber, Joe Williams

Office of Environmental Information:
Ming Chang, Reggie Cheatham, Evangeline Cummings, Linda Kirkland, Nancy Wentworth

Office of General Counsel:
James Nelson (retired), Barbara Pace, Quoc Nguyen, Manisha Patel, Carol Ann Sicilano

Science Advisory Board:
Jack Kooyoomijian

EPA Program Offices:
Office of Air and Radiation:
Tyler Fox, John Irwin (retired), Joe Tikvart, Richard (Chet) Wayland, Jason West

Office of Prevention, Pesticides and Toxic Substances:

Lynn Delpire, Alan Dixon, Wen-Hsiung Lee, David Miller, Vince Nabholz, Steve Nako, Neil Patel,
Randolph Perfetti (retired), Scott Prothero, Donald Rodier



Office of Solid Waste and Emergency Response:
Peter Grevatt, Lee Hofmann, Stephen Kroner (retired), Larry Zaragoza

Office of Water:
Jim Carleton, Sharon E. Hayes, Marjorie Wellman, Denise Keehner, Lauren Wisniewski, Lisa McGuire,
Mike Messner, James F. Pendergast

EPA Regional Offices:
Region 1:
Brian Hennessey, Michael Kenyon

Region 2:
Kevin Bricke, Rosella O’'Connor, Richard Winfield

Region 3:
Alan Cimorelli

Region 4:
Nancy Bethune, Brenda Johnson, Tim Wool

Region 5:
Bertram Frey, Arthur Lubin, Randy Robinson, Stephen Roy, Mary White

Region 6:
James Yarborough

Region 7:
Bret Anderson

Region 10:
David Frank (retired), John Yearsley (retired)



Contents

Preface ii
Disclaimer ii

Authors, Contributors, and Reviewers iii

Executive Summary Vii
1. INTRODUCTION

1.1 Purpose and Scope of This Document 1
1.2 Intended Audience 2
1.3 Organizational Framework 2
14 Appropriate Implementation of This Document 3
2. MODELING FOR ENVIRONMENTAL DECISION SUPPORT

2.1 Why Are Models Important? 4
2.2 The Modeling Life-Cycle 5
3. MODEL DEVELOPMENT

3.1 Introduction 8
3.2 Problem Specification and Conceptual Model Development 9
3.2.1 Define the Objectives 9
3.2.2 Determine the Type and Scope of Model Needed 9
3.2.3 Determine Data Criteria 9
3.2.4 Determine the Model’'s Domain of Applicability 10
3.25 Discuss Programmatic Constraints 10
3.2.6 Develop the Conceptual Model 10
3.3 Model Framework Selection and Development 11
3.3.1 Model Complexity 12
3.3.2 Model Coding and Verification 14
3.4 Application Tool Development 15
341 Input Data 16
3.4.2 Model Calibration 17
4, MODEL EVALUATION

4.1 Introduction 19
4.2 Best Practices for Model Evaluation 21
4.2.1 Scientific Peer Review 23
422 Quality Assurance Project Planning and Data Quality Assessment 25
4.2.3 Corroboration, Sensitivity Analysis, and Uncertainty Analysis 26
4231 Types of Uncertainty 26
4.2.3.2 Model Corroboration 29
4.2.3.3 Sensitivity and Uncertainty Analysis 31
4.3 Evaluating Proprietary Models 31
4.4 Learning From Prior Experiences — Retrospective Analyses of Models 32
4.5 Documenting the Model Evaluation 33
4.6 Deciding Whether to Accept the Model for Use in Decision Making 34
5. MODEL APPLICATION

5.1 Introduction 35
5.2 Transparency 37
5.2.1 Documentation 37
5.2.2 Effective Communication 38
5.3 Application of Multiple Models 39
5.4 Model Post-Audit 39



APPENDICES

Literature Cited

Appendix A: Glossary of Frequently Used Terms

Appendix B: Categories of Environmental Regulatory Models

Appendix C: Supplementary Material on Quality Assurance Planning and
Protocols

Appendix D: Best Practices for Model Evaluation

Vi

41
49
56
60

77



Executive Summary

In pursuing its mission to protect human health and to safeguard the natural environment, the U.S.
Environmental Protection Agency often relies on environmental models. In this guidance, a model is
defined as a “simplification of reality that is constructed to gain insights into select attributes of a particular
physical, biological, economic, or social system.”

This guidance provides recommendations for the effective development, evaluation, and use of models in
environmental decision making once an environmental issue has been identified. These
recommendations are drawn from Agency white papers, EPA Science Advisory Board reports, the
National Research Council's Models in Environmental Regulatory Decision Making, and peer-reviewed
literature. For organizational simplicity, the recommendations are categorized into three sections: model/
development, model evaluation, and model application.

Model development can be viewed as a process with three main steps: (a) specify the environmental
problem (or set of issues) the model is intended to address and develop the conceptual model, (b)
evaluate or develop the model framework (develop the mathematical model), and (c) parameterize the
model to develop the application tool.

Model evaluation is the process for generating information over the life cycle of the project that helps
determine whether a model and its analytical results are of sufficient quality to serve as the basis for a
decision. Model quality is an attribute that is meaningful only within the context of a specific model
application. In simple terms, model evaluation provides information to help answer the following
guestions: (a) How have the principles of sound science been addressed during model development? (b)
How is the choice of model supported by the quantity and quality of available data? (c) How closely does
the model approximate the real system of interest? (d) How well does the model perform the specified
task while meeting the objectives set by quality assurance project planning?

Model application (i.e., model-based decision making) is strengthened when the science underlying the
model is transparent. The elements of transparency emphasized in this guidance are (a) comprehensive
documentation of all aspects of a modeling project (suggested as a list of elements relevant to any
modeling project) and (b) effective communication between modelers, analysts, and decision makers.
This approach ensures that there is a clear rationale for using a model for a specific regulatory
application.

This guidance recommends best practices to help determine when a model, despite its uncertainties, can
be appropriately used to inform a decision. Specifically, it recommends that model developers and users:
(a) subject their model to credible, objective peer review; (b) assess the quality of the data they use; (c)
corroborate their model by evaluating the degree to which it corresponds to the system being modeled;
and (d) perform sensitivity and uncertainty analyses. Sensitivity analysis evaluates the effect of changes
in input values or assumptions on a model's results. Uncertainty analysis investigates the effects of lack
of knowledge and other potential sources of error in the model (e.g., the “uncertainty” associated with
model parameter values). When conducted in combination, sensitivity and uncertainty analysis allow
model users to be more informed about the confidence that can be placed in model results. A model’s
quality to support a decision becomes better known when information is available to assess these factors.

Vii



1. Introduction

1.1 Purpose and Scope of This Document

The U.S. Environmental Protection Agency (EPA) uses a wide range of models to inform decisions that
support its mission of protecting human health and safeguarding the natural environment — air, water,
and land — upon which life depends. These models include atmospheric and indoor air models, ground
water and surface water models, multimedia models, chemical equilibrium models, exposure models,
toxicokinetic models, risk assessment models, and economic models. These models range from simple to
complex and may employ a combination of scientific, economic, socio-economic, or other types of data.

As stated in the National Research Council (NRC) report Models in Environmental Regulatory Decision
Making, models are critical to regulatory decision making because the spatial and temporal scales linking
environmental controls and environmental quality generally do not allow for an observational approach to
understand the relationship between economic activity and environmental quality (NRC 2007). Models
have a long history of helping to explain scientific phenomena and predict outcomes and behavior in
settings where empirical observations are limited or not available.

This guidance uses the NRC report’s definition of a model:

A simplification of reality that is constructed to gain insights into select attributes of
a particular physical, biological, economic, or social system.

In particular, this guidance focuses on the subset of all models termed “computational models” by the
NRC. These are models that use measurable variables, numerical inputs, and mathematical relationships
to produce quantitative outputs. (Note that all terms underlined in this document are defined in the
Glossary, Appendix A).

As models become increasingly significant in decision making, it is important that the model development
and evaluation processes conform to protocols or standards that help ensure the utility, scientific
soundness, and defensibility of the models and their outputs for decision making. It is also increasingly
important to plan and manage the process of using models to inform decision making (Manno et al.
2008). This guidance document aims to facilitate a widespread understanding of the processes for model
development, evaluation, and application and thereby promote their appropriate application to support
informed decision making.  Recognizing the diversity of modeling applications throughout the Agency,
the principles and practices described in the guidance apply generally to all models used to inform
Agency decisions, regardless of domain, mode, conceptual basis, form, or rigor level (i.e., varying from
screening-level applications to complex analyses) (EPA 2001). The principles presented in this guidance
are also applicable to models not used for regulatory purposes as experience has shown that models
developed for research and development have often found useful applications in environmental
management purposes.

This guidance presents recommendations drawn from Agency white papers on environmental modeling,
EPA Science Advisory Board (SAB) reports, NRC's Models in Environmental Regulatory Decision
Making, and the peer-reviewed literature. It provides an overview of best practices for ensuring and
evaluating the guality of environmental models.



These practices complement the systematic QA planning process for modeling projects outlined in
existing guidance (EPA 2002b). These QA processes produce documentation supporting the quality of
the model development and application process (Appendix C, Box C1: Background on EPA Quality
System). For example, QA plans should contain performance criteria (“specifications”) for a model in the
context of its intended use, and these criteria should be developed at the onset of each project. During
the model evaluation process, these criteria are subjected to a series of tests of model quality (“checks”).
Documentation of these specifications and the evaluation results provides a record of how well a model
meets its intended use and the basis for a decision on model acceptability.

The primary purpose of this guidance is to provide specific advice on how to best perform these “checks”
during model development, evaluation, and application. Following the best practices emphasized in this
document, together with well-documented QA project plans, will help ensure that results of modeling
projects and the decisions informed by them heed the principles of the Agency’s Information Quality
Guidelines (EPA 2002a).

1.2 Intended Audience

This document is intended for a wide range of audiences, including model developers, computer
programmers, model users, policy makers who work with models, and affected stakeholders. Model
users include those who generate model output (i.e., who set up, parameterize, and run models) and
managers who use model outputs.

1.3 Organizational Framework

The main body of this document provides an overview of principles of good modeling for all users. The
appendices present technical information and examples that may be more appropriate for specific user
groups. For organizational simplicity, the main body of this guidance has separate chapters on the three
key topics: model development, model evaluation, and model application. However, it is important to note
that these three topics are not strictly sequential, For example, the process of evaluating a model and its
input data to ensure their quality should be undertaken and documented during all stages of model
development and application.

Chapter 1 serves as a general introduction and outlines the scope of this guidance. Chapter 2 discusses
the role of models in environmental decision making. Figure 1 at the end of Chapter 2 shows the steps in
the model development and application process and the role that models play in the public policy
process. Chapters 3 and 4 provide guidance on model development (including problem specification)
and model evaluation, respectively. Finally, Chapter 5 recommends practices for most effectively
incorporating information from environmental models into the Agency’s policy or regulatory decisions.

Several appendices present more detailed technical information and examples that complement the
chapters. Appendix A provides definitions for all underlined terms in this guidance, and Appendix B
summarizes the categories of models that are integral to environmental regulation. Appendix C presents
additional background information on the QA program and other relevant topics. Appendix D presents
an overview of best practices that may be used to evaluate models, including more detailed information
on the peer review process for models and specific technical guidance on tools for model evaluation.



1.4 Appropriate Implementation of This Document

The principles and practices described in this guidance are designed to apply generally to all types of
models; however, EPA program and regional offices may modify the recommendations, as appropriate
and necessary to the specific modeling project and application. Each EPA office is responsible for
implementing the best practices described in a manner appropriate to meet its needs.

As indicated by the use of non-mandatory language such as “may,” “should,” and “can,” this document
provides recommendations and suggestions and does not create legal rights or impose legally binding
requirements on EPA or the public.

The Council for Regulatory Environmental Modeling has also developed the Models Knowledge Base —
a Web-based inventory of information on models used in EPA — as a companion product to complement
this document. This inventory provides convenient access to standardized documentation on the models’
development, scientific basis, user requirements, evaluation studies, and application examples.



2. Modeling for Environmental Decision Support

2.1 Why Are Models Important?

This guidance defines a model as “a simplification of reality that is constructed to gain insights into
select attributes of a particular physical, biological, economic, or social system.” A model
developer sets boundary conditions and determines which aspects of the system are to be modeled,
which processes are important, how these processes may be represented mathematically, and what
computational methods to use in implementing the mathematics. Thus, models are based on simplifying
assumptions and cannot completely replicate the complexity inherent in environmental systems. Despite
these limitations, models are essential for a variety of purposes in the environmental field. These
purposes tend to fall into two categories:

= To diagnose (i.e., assess what happened) and examine causes and precursor conditions (i.e., why it
happened) of events that have taken place.
= To forecast outcomes and future events (i.e., what will happen).

Whether applied to current conditions or envisioned future circumstances, models play an important role
in environmental management. They are an important tool to analyze environmental and human health
guestions and characterize systems that are too complex to be addressed solely through empirical
means.

Models can be classified in various ways (see Appendix B) — for example, based on their conceptual
basis and mathematical solution, the purpose for which they were developed and are applied, the domain
or discipline to which they apply, and the level of resolution and complexity at which they operate. Three
categories of regulatory models have been identified based on their purpose or application (CREM 2001):

= Policy analysis. The results of policy analysis models affect national policy decisions. These models
are used to set policy for large, multi-year programs or concepts — for example national policy on
acid rain and phosphorus reduction in the Great Lakes.

= National regulatory decision making. These models inform national regulatory decision making
after overall policy has been established. Examples include the use of a model to assist in
determining federal regulation of a specific pesticide or to aid in establishing national effluent
limitations.

= Implementation applications. These models are used in situations where policies and regulations
have already been made. Their development and use may be driven by court-ordered schedules and
the need for local action.

Environmental models are one source of information for Agency decision makers who need to consider
many competing objectives. A number of EPA programs make decisions based on information from
environmental modeling applications. Within the Agency:

= Models are used to simulate many different processes, including natural (chemical, physical, and
biological) systems, economic phenomena, and decision processes.

= Many types of models are employed, including economic, behavioral, physical, engineering design,
health, ecological, and fate/transport models.



= The geographic scale of the problems addressed by a model can vary from national scale to an
individual site. Examples of different scales include:
= National air quality models used in decisions about emission requirements.
=  Watershed-scale water quality models used in decisions about permit limits for point sources.
= Site-scale human health risk models used in decisions about hazardous waste cleanup
measures.

Box 1: Examples of EPA Web Sites Containing Model Descriptions for Individual Programs

National Environmental Research Laboratory Models: http://www.epa.gov/nerl/topics/models.html
Atmospheric Sciences Modeling Division: http://www.epa.gov/asmdnerl/index.html

Office of Water's Water Quality Modeling: http://www.epa.gov/waterscience/wgm

Center for Subsurface Modeling Support: http://www.epa.gov/ada/csmos.html

National Center for Computational Toxicology: http://www.epa.gov/ncct
Support Center for Regulatory Atmospheric Modeling: http://www.epa.gov/scram001/agmindex.htm

Models also have useful applications outside the regulatory context. For example, because models
include explicit mathematical statements about system mechanics, they serve as research tools for
exploring new scientific issues and screening tools for simplifying and/or refining existing scientific
paradigms or software (SAB 1993a, 1989). Models can also help users study the behavior of ecological
systems, design field studies, interpret data, and generalize results.

2.2 The Modeling Life-Cycle

The process of developing and applying a model to address a specific decision making need generally
follows the iterative progression described in Box 2 and depicted in Figure 1. Models are used to address
real or perceived environmental problems. Therefore, a modeling process (i.e., model development,
evaluation, and application described in chapters 3, 4, and 5, respectively) is initiated after the Agency
has identified an environmental problem and determined that model results could provide useful input for
an Agency decision.

Problem identification will be most successful if it involves all parties who would be involved in model
development and use (i.e., model developers, intended users, and decision makers). At a minimum, the
Agency should develop a relatively simple, plain English problem identification statement.
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Box 2: Basic Steps in the Process of Modeling for Environmental Decision Making

(modified from Box 3-1, NRC Report on Models in Regulatory Environmental Decision Making)

Step

Modeling Issues

Problem identification
and specification:

to determine the right
decision-relevant questions
and establish modeling
objectives

Definition of model
purpose

Goal
Decisions to be supported
Predictions to be made

Specification of
modeling context

Scale (spatial and temporal)
Application domain

User community

Required inputs

Desired output

Evaluation criteria

Model development: to
develop the conceptual
model that reflects the
underlying science of the
processes being modeled,
and develop the
mathematical
representation of that
science and encode these
mathematical expressions
in a computer program

Conceptual model

Assumptions (dynamic, static, stochastic, deterministic)

formulation = State variables represented
= Level of process detail necessary
=  Scientific foundations
Computational = Algorithms

model development

Mathematical/computational methods

Inputs

Hardware platforms and software infrastructure
User interface

Calibration/parameter determination
Documentation

Model evaluation: to test

Model testing and

Theoretical corroboration

that the model expressions | revision =  Model components verification

have been encoded =  Corroboration (independent data)

correctly into the computer = Sensitivity analysis

program and test the model = Uncertainty analysis

outputs by comparing them = Robustness determination

with empirical data =  Comparison to evaluation criteria set during formulation
Model application: Model use =  Analysis of scenarios

running the model and
analyzing its outputs to
inform a decision

Predictions evaluation
Regulations assessment
Policy analysis and evaluation
Model post-auditing
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3. Model Development

Summary of Recommendations for Model Development

= Communication between model developers and model users is crucial during model development.

= Each element of the conceptual model should be clearly described (in words, functional expressions,
diagrams, and graphs, as necessary), and the science behind each element should be clearly
documented.

= When possible, simple competing conceptual models/hypotheses should be tested.

=  Sensitivity analysis should be used early and often.

= The optimal level of model complexity should be determined by making appropriate tradeoffs among
competing objectives.

= Where possible, model parameters should be characterized using direct measurements of sample
populations.

= All input data should meet data quality acceptance criteria in the QA project plan for modeling.

3.1 Introduction

Model development begins after problem identification — i.e., after the Agency has identified an
environmental problem it needs to address and has determined that models may provide useful input for
the Agency decision making needed to address the problem (see Section 2.2). In this guidance, model
development comprises the steps involved in (1) confirming whether a model is, in fact, a useful tool to
address the problem; what type of model would be most useful; and whether an existing model can be
used for this purpose; as well as (2) developing an appropriate model if one does not already exist. Model
development sets the stage for model evaluation (covered in chapter 3), an ongoing process in which the
Agency evaluates the appropriateness of the existing or new model to help address the environmental
problem.

Model development can be viewed as a process with three main steps: (a) specify the environmental
problem (or set of issues) the model is intended to address and develop the conceptual model, (b)
evaluate or develop the model framework (develop the mathematical model), and (c) parameterize the
model to develop the application tool. Sections 3.2, 3.3, and 3.4 of this chapter, respectively, describe
the various aspects and considerations involved in implementing each of these steps.

As described below, model development is a collaborative effort involving model developers, intended
users, and decision makers (the “project team”). The perspective and skills of each group are important to
develop a model that will provide an appropriate, credible, and defensible basis for addressing the
environmental issue of concern.

A “graded approach” should be used throughout the model development process. This involves repeated
examination of the scope, rigor, and complexity of the modeling analysis in light of the intended use of
results, degree of confidence needed in the results and Agency resource constraints.




3.2 Problem Specification and Conceptual Model Development

Problem specification, culminating in development of the conceptual model, involves an iterative,
collaborative effort among model developers, intended users, and decision makers (the project team) to
specify all aspects of the problem that will inform subsequent selection or development of a model
framework. Communication between model developers and model users is crucial to clearly establish the
objectives of the modeling process; ambiguity at this stage can undermine the chances for success
(Manno et al. 2008).

During problem specification, the project team defines the regulatory or research objectives, the type and
scope of model best suited to meet those objectives, the data criteria, the model’'s domain of applicability,
and any programmatic constraints. These considerations provide the basis for developing a conceptual
model, which depicts or describes the most important behaviors of the system, object, or process relevant
to the problem of interest. Problem specification and the resulting conceptual model define the modeling
needs sufficiently that the project team can then determine whether an existing model can be used to
meet those needs or whether a new model should be developed.

3.2.1 Define the Objectives

The first step in problem specification is to define the regulatory or research objectives (i.e., what
guestions the model needs to answer). To do so, the team should develop a written statement of
modeling objectives that includes the state variables of concern, the stressors driving those state
variables, appropriate temporal and spatial scales, and the degree of model accuracy and precision
needed.

3.2.2 Determine the Type and Scope of Model Needed

Many different types of models are available, including empirical vs. mechanistic, static vs. dynamic,
simulation vs. optimization, deterministic vs. stochastic, and lumped vs. distributed. The project team
should discuss and compare alternatives with respect to their ability to meet the objectives in order to
determine the most appropriate type of model for addressing the problem.

The scope (i.e., spatial, temporal and process detail) of models that can be used for a particular
application can range from very simple to very complex depending on the problem specification and data
availability, among other factors. When different types of models may be appropriate for solving different
problems, a graded approach should be used to select or develop models that will provide the scope,
rigor, and complexity appropriate to the intended use of and confidence needed in the results. Section
3.3.1 provides more information on considerations regarding model complexity.

3.2.3 Determine Data Criteria

This step includes developing data quality objectives (DQQOs) and specifying the acceptable range of
uncertainty. DQOs (EPA 2000a) provide specifications for model quality and associated checks (see
Appendix C, Box C1: Background on EPA Quality System). Well-defined DQOs guide the design of
monitoring plans and the model development process (e.g., calibration and verification). The DQOs
provide guidance on how to state data needs when limiting decision errors (false positives or false




negatives) relative to a given decision.* The DQOs should include a statement about the acceptable level
of total uncertainty that will still enable model results to be used for the intended purpose (Appendix C,
Box C2: Configuration Tests Specified in the QA Program). Uncertainty describes the lack of knowledge
about models, parameters, constants, data, and beliefs. Defining the ranges of acceptable uncertainty —
either qualitatively or quantitatively — helps project planners generate “specifications” for quality
assurance planning and partially determines the appropriate boundary conditions and complexity for the
model being developed.

3.2.4 Determine the Model’s Domain of Applicability

To select an appropriate model, the project team must understand the model’'s domain of applicability —
i.e., the set of conditions under which use of the model is scientifically defensible and the relevant
characteristics of the system to be modeled. This involves identifying the environmental domain to be
modeled and then specifying the processes and conditions within that domain, including the transport and
transformation processes relevant to the policy/management/research objectives, the important time and
space scales inherent in transport and transformation processes within that domain in comparison to the
time and space scales of the problem objectives, and any peculiar conditions of the domain that will affect
model selection or new model construction.

3.2.5 Discuss Programmatic Constraints

At this stage, the project team also needs to consider any factors that could constrain the modeling
process. This discussion should include considerations of time and budget, available data or resources to
acquire more data, legal and institutional factors, computer resource constraints, and the experience and
expertise of the modeling staff.

3.2.6 Develop the Conceptual Model

A conceptual model depicts or describes the most important behaviors of the system, object, or process
relevant to the problem of interest. In developing the conceptual model, the model developer may
consider literature, fieldwork, applicable anecdotal evidence, and relevant historical modeling projects.
The developer should clearly describe (in words, functional expressions, diagrams, and/or graphs) each
element of the conceptual model and should document the science behind each element (e.g., laboratory
experiments, mechanistic evidence, empirical data supporting the hypothesis, peer-reviewed literature) in
mathematical form, when possible. To the extent feasible, the modeler should also provide information
on assumptions, scale, feedback mechanisms, and static/dynamic behaviors. When relevant, the
strengths and weaknesses of each constituent hypothesis should be described.

! False rejection decision errors (false positives) occur when the null hypothesis (or baseline condition) is incorrectly
rejected based on the sample data. The decision is made assuming the alternate condition or hypothesis to be true
when in reality it is false. False acceptance decision errors (false negatives) occur when the null hypothesis (or
baseline condition) cannot be rejected based on the available sample data. The decision is made assuming the
baseline condition is true when in reality it is false.
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3.3 Model Framework Selection or Development

Once the team has specified the problem and type of model needed to address the problem, the next
step is to identify or develop a model framework that meets those specifications. A model framework is a
formal mathematical specification of the concepts, procedures, and behaviors underlying the system,
object, or process relevant to the problem of interest, usually translated into computer software.

For mechanistic modeling of common environmental problems, one or more suitable model frameworks
may exist. Many existing model frameworks in the public domain can be used in environmental
assessments. Several institutions, including EPA, develop and maintain these model frameworks on an
ongoing basis. Ideally, more than one model framework will meet the project needs, and the project team
can select the best model for the specified problem. Questions to consider when evaluating existing
model frameworks are described below.

Sometimes no model frameworks are appropriate to the task, and EPA will develop a new model
framework or modify an existing framework to include the additional capabilities needed to address the
project needs.

Some assessments require linking multiple model frameworks, such that the output from one model is
used as input data to another model. For example, air quality modeling often links meteorological,
emissions, and air chemistry/transport models. When employing linked models, the project team should
evaluate each component model, as well as the full system of integrated models, at each stage of the
model development and evaluation process.

In all cases, the documentation for the selected model should clearly state why and how the model can
and will be used.

As potential model frameworks are identified or developed for addressing the problem, the project team
will need to consider several issues, including:

= Does sound science (including peer-reviewed theory and equations) support the underlying
hypothesis?

» Is the model's complexity appropriate for the problem at hand?

= Do the quality and quantity of data support the choice of model?

= Does the model structure reflect all the relevant inputs described in the conceptual model?

= Has the model code been developed? If so, has it been verified?

It is recommended that the evaluation process apply the principles of scientific hypothesis testing (Platt
1964) using an iterative approach (Hilborn and Mangel 1997). If the team is evaluating multiple model
frameworks, it may be useful to statistically compare the performance of these competing models with
observational, field, or laboratory data (Chapter 4).

Box 3: Example of Model Selection Considerations: Arsenic in Drinking Water
(from Box 5-3 of NRC’s Models in Environmental Regulatory Decision Making)

A major challenge for regulatory model applications is which model to use to inform the decision making process. In
this example, several models were available to estimate the cancer incidence associated with different levels of
arsenic in drinking water. These models differed according to how age and exposure were incorporated (Morales et
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al. 2000). All the models assumed that the number of cancers observed in a specific age group of a particular village
followed a Poisson model with parameters, depending on the age and village exposure level. Linear, log, polynomial,
and spline models for age and exposure were considered.

These various models differed substantially in their fitted values, especially in the critical low-dose area, which is so
important for establishing the benchmark dose (BMD) that is used to set a reference dose (RfD). The fitted-dose
response model was also strongly affected by whether Taiwanese population data were included as a baseline
comparison group. Depending on the particular modeling assumptions used, the estimates of the BMD and
associated lower limit (BMDL) varied by over an order of magnitude.

Several strategies are available for choosing among multiple models. One strategy is to pick the “best” model — for
example, use one of the popular statistical goodness of fit measures, such as the Akieke (sic) information criterion
(AIC) or the Bayesian information criterion (BIC). These approaches correspond to picking the model that maximizes
log-likelihood, subject to a penalty function reflecting the number of model parameters, thus effectively forcing a
trade-off between improving model fit by adding addition model parameters versus having a parsimonious
description. In the case of the arsenic risk assessment, however, the noisiness of the data meant that many of the
models explored by Morales et al. (2000) were relatively similar in terms of statistical goodness-of-fit criteria. In a
follow-up paper, Morales et al. (2006) argued that it was important to address and account for the model uncertainty,
because ignoring it would underestimate the true variability of the estimated model fit and, in turn, overestimate
confidence in the resulting BMD and lead to “risky decisions” (Volinsky et al. 1997).

Morales et al. suggested using Bayesian model averaging (BMA) as a tool to avoid picking one particular model.
BMA combines over a class of suitable models. In practice, estimates based on a BMA approach tend to approximate
a weighted average of estimates based on individual models, with the weights reflecting how well each individual
model fits the observed data. More precisely, these weights can be interpreted as the probability that a particular
model is the true model, given the observed data. Figure 2 shows the results of applying a BMA procedure to the
arsenic data:

=  Figure 2(a) plots individual fitted models, with the width of each plotted line reflecting the weights.

=  Figure 2(b) shows the estimated overall dose-response curve (solid line) fitted via BMA. The shaded area shows
the upper and lower limits (2.5% and 97.5% tiles) based on the BMA procedure. The dotted lines show upper
and lower limits based on the best fitting models.

Figure 2(b) (L30) effectively illustrates the inadequacy of standard statistical confidence intervals in characterizing
uncertainty in settings where there is substantial model uncertainty. The BMA limits coincide closely with the
individual curves at the upper level of the dose-response curve where all the individual models tend to give similar
results.
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Figure 2. (a) Individual dose-response models, and (b) overall dose-response model fitted using the Bayesian model
averaging approach. Source: Morales et al. 2000.

3.3.1 Model Complexity
During the problem specification stage, the project team will have considered the degree of complexity

desired for the model (see Section 3.2.2). As described below, model complexity influences uncertainty.
Models tend to uncertainty as they become increasingly simple or increasingly complex. Thus complexity
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is an important parameter to consider when choosing among competing model frameworks or
determining the suitability of the existing model framework to the problem of concern. For the reasons
described below, the optimal choice generally is a model that is no more complicated than necessary to
inform the regulatory decision. For the same reasons, model complexity is an essential parameter to
consider when developing a new model framework.

Uncertainty exists when knowledge about specific factors, parameters (inputs), or models is incomplete.
Models have two fundamental types of uncertainty:

= Model framework uncertainty, which is a function of the soundness of the model’s underlying scientific
foundations.

» Data uncertainty, which arises from measurement errors, analytical imprecision, and limited sample
size during collection and treatment of the data used to characterize the model parameters.

These two types of uncertainty have a reciprocal relationship, with one increasing as the other decreases.
Thus, as illustrated in Figure 3, an optimal level of complexity (the “point of minimum uncertainty”) exists
for every model.
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Figure 3. Relationship between model framework uncertainty and data uncertainty, and their

combined effect on total model uncertainty.
(Adapted from Hanna 1988).

For example, air quality modelers must sometimes compromise when choosing among the physical
processes that will be treated explicitly in the model. If the objective is to estimate the pattern of pollutant
concentration values near one (or several) source(s), then chemistry is typically of little importance
because the distances between the pollutant source and receptor are generally too short for chemical
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formation and destruction to greatly affect pollutant concentrations. However, in such situations, other
factors tend to have a significant effect and must be properly accounted for in the model. These may
include building wakes, initial characterization of source release conditions and size, rates of diffusion of
pollutants released as they are transported downwind, and land use effects on plume transport.
Conversely, when the objective is to estimate pollutant concentrations further from the source, chemistry
becomes more important because there is more time for chemical reactions to take place, and initial
source release effects become less important because the pollutants become well-mixed as they travel
through the atmosphere. To date, attempts to model both near-field dispersion effects and chemistry have
been inefficient and slow on desktop computers.

Because of these competing objectives, parsimony (economy or simplicity of assumptions) is desirable in
a model. As Figure 3 illustrates, as models become more complex to treat more physical processes, their
performance tends to degrade because they require more input variables, leading to greater data
uncertainty. Because different models contain different types and ranges of uncertainty, it can useful to
conduct sensitivity analysis early in the model development phase to identify the relative importance of
model parameters. Sensitivity analysis is the process of determining how changes in the model input
values or assumptions (including boundaries and model functional form) affect the model outputs
(Morgan and Henrion 1990).

Model complexity can be constrained by eliminating parameters when sensitivity analyses (Chapter
4/Appendix D) show that they do not significantly affect the outputs and when there is no process-based
rationale for including them. However, a variable of little significance in one application of a model may be
more important in a different application. In past reviews of Agency models, the SAB has supported the
general guiding principle of simplifying complex models, where possible, for the sake of transparency
(SAB 1988), but has emphasized that care should be taken not to eliminate important parameters from
process-based models simply because data are unavailable or difficult to obtain (SAB 1989). In any
case, the quality and resolution of available data will ultimately constrain the type of model that can be
applied. Hence, it is important to identify the existing data and and/or field collection efforts that are
needed to adequately parameterize the model framework and support the application of a model. The
NRC Committee on Models in the Regulatory Decision Process recommended that models used in the
regulatory process should be no more complicated than is necessary to inform regulatory decision and
that it is often preferable to omit capabilities that do not substantially improve model performance (NRC
2007).

3.3.2 Model Coding and Verification

Model coding translates the mathematical equations that constitute the model framework into functioning
computer code. Code verification ascertains that the computer code has no inherent numerical problems
with obtaining a solution. Code verification tests whether the code performs according to its design
specifications. It should include an examination of the numerical technique in the computer code for
consistency with the conceptual model and governing equations (Beck et al. 1994). Independent testing of
the code once it is fully developed can be useful as an additional check of integrity and quality.

Several early steps can help minimize later programming errors and facilitate the code verification
process. For example:
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= Using “comment” lines to describe the purpose of each component within the code during
development makes future revisions and improvements by different modelers and programmers more
efficient.

= Using a flow chart when the conceptual model is developed and before coding begins helps
show the overall structure of the model program. This provides a simplified description of the
calculations that will be performed in each step of the model.

Breaking the program/model into component parts or modules is also useful for careful consideration
of model behavior in an encapsulated way. This allows the modeler to test the behavior of each sub-
component separately, expediting testing and increasing confidence in the program. A module is an
independent piece of software that forms part of one or more larger programs. Breaking large models
into discrete modules facilitates testing and debugging (locating/correcting errors) compared to large
programs. The approach also makes it easier to re-use relevant modules in future modeling projects, or
to update, add, or remove sections of the model without altering the overall program structure.

Use of generic algorithms for common tasks can often save time and resources, allowing efforts to
focus on developing and improving the original aspects of a new model. An algorithm is a precise rule (or
set of rules) for solving some problem. Commonly used algorithms are often published as “recipes” with
publicly available code (e.g., Press 1992). Developers should review existing Agency models and code
to minimize duplication of effort. The CREM models knowledge base, which will contain a Web-
accessible inventory of models, will provide a resource model developers can use for this purpose.

Software engineering has evolved rapidly in recent years and continues to advance rapidly with changes
in technology and user platforms. For example, some of the general recommendations for developing
computer code given above do not apply to models that are developed using object-oriented platforms.
Object-oriented platform model systems use a collection of cooperating “objects.” These objects are
treated as instances of a class within a class hierarchy, where a class is a set of objects that share a
common structure and behavior. The structure of a class is determined by the class variables, which
represent the state of an object of that class; the behavior is given by the set of methods associated with
the class (Booch 1994). When models are developed with object-oriented platforms, the user should print
out the actual mathematical relationships the platform generates and review them as part of the code
validation process.

Many references on programming style and conventions provide specific, technical suggestions for
developing and testing computer code (e.g., The Elements of Programming Style [Kernigham and
Plaugher 1988]). In addition, the Guidance for Quality Assurance Project Plans for Modeling (EPA
2002b) suggests a number of practices during code verification to “check” how well it follows the
“specifications” laid out during QA planning (Appendix C, Box C2: Configuration Tests Specified in the QA
Program).

3.4 Application Tool Development
Once a model framework has been selected or developed, the modeler populates the framework with the
specific system characteristics needed to address the problem, including geographic boundaries of the

model domain, boundary conditions, pollution source inputs, and model parameters. In this manner, the
generic computational capabilities of the model framework are converted into an application tool to
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assess a specific problem occurring at a specific location. Model parameters are terms in the model that
are fixed during a model run or simulation but can be changed in different runs, either to conduct
sensitivity analysis or to perform an uncertainty analysis when probabilistic distributions are selected to
model parameters or achieve calibration (defined below) goals. Parameters can be quantities estimated
from sample data that characterize statistical populations or they can be constants such as the speed of
light and gravitational force. Other activities at this stage of model development include creating a user
guide for the model, assembling datasets for model input parameters, and determining hardware
requirements.

3.4.1 Input Data

As mentioned above, the accuracy, variability, and precision of input data used in the model is a major
source of uncertainty:

= Accuracy refers to the closeness of a measured or computed value to its “true” value (the value
obtained with perfect information). Due to the natural heterogeneity and random variability
(stochasticity) of many environmental systems, this “true” value exists as a distribution rather than a
discrete value.

= Variability refers to differences attributable to true heterogeneity or diversity in model parameters.
Because of variability, the “true” value of model parameters is often a function of the degree of spatial
and temporal aggregation.

= Precision refers to the quality of being reproducible in outcome or performance. With models and
other forms of quantitative information, precision often refers to the number of decimal places to
which a number is computed. This is a measure of the “preciseness” or “exactness” of the model.

Modelers should always select the most appropriate data — as defined by QA protocols for field
sampling, data collection, and analysis (EPA 2002c, 2002d, 2000b) — for use in modeling analyses.
Whenever possible, all parameters should be directly measured in the system of interest.

Box 4: Comprehensive Everglades Restoration Plan: An Example of the Interdependence of Models and

(from NRC’s Models in Environmental Regulatory Decision Making)

The restoration of the Florida Everglades is the largest ecosystem restoration ever planned in terms of geographical
extent and number of individual components. The NRC Committee on Restoration of the Greater Everglades
Ecosystem, which was charged with providing scientific advice on this effort, describes the role that modeling and
measurements should play in implementing an adaptive approach to restoration (NRC 2003). Under the committee’s
vision, monitoring of hydrological and ecological performance measures should be integrated with mechanistic
modeling and experimentation to better understand how the Everglades function and how the system will respond to
management practices and external stresses. Because individual components of the restoration plan will be
staggered in time, the early components can provide scientific feedback to guide and refine implementation of later
components of the plan.

The NRC Committee on Models in the Regulatory Decision Process recommends that: “...using adapting
strategies to coordinate data collection and modeling should be a priority for decision makers and those
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responsible for regulatory model development and application. The interdependence of measurements
and modeling needs to be fully considered as early as the conceptual model development phase.”

3.4.2 Model Calibration

Some models are “calibrated” to set parameters. Appendix C provides guidance on model calibration as
a QA project plan element (see Box C3: Quality Assurance Planning Suggestions for Model Calibration
Activities). In this guidance, calibration is defined as the process of adjusting model parameters within
physically defensible ranges until the resulting predictions give the best possible fit to the observed data
(EPA 1994b). In some disciplines, calibration is also referred to as parameter estimation (Beck et al.
1994).

Most process-oriented environmental models are under-determined; that is, they contain more uncertain
parameters than state variables that can be used to perform a calibration. Sensitivity analysis can be
used to identify key processes influencing the state variables. Sometimes the rate constant for a key
process can be measured directly — for example, measuring the rate of photosynthesis (a process) in a
lake in addition to the phytoplankton biomass (a state variable). Direct measurement of rate parameters
can reduce model uncertainty.

When a calibration database has been developed and improved over time, the initial adjustments and
estimates may need period recalibration. When data for quantifying one or more parameter values are
limited, calibration exercises can be used to find solutions that result in the "best fit” of the model.
However, these solutions will not provide meaningful information unless they are based on measured
physically defensible ranges. Therefore, this type of calibration should be undertaken with caution.

Because of these concerns, the use of calibration to improve model performance varies among EPA
offices and regions. For a particular model, the appropriateness of calibration may be a function of the
modeling activities undertaken. For example, the Office of Water’'s standard practice is to calibrate well-
established model frameworks such as CE-QUAL-W?2 (a model for predicting temperature fluctuations in
rivers) to a specific system (e.g., the Snake River). This calibration generates a site-specific tool (e.g., the
“Snake River Temperature” model). In contrast, the Office of Air and Radiation (OAR) more commonly
uses model frameworks and models that do not need site-specific adjustments. For example, certain
types of air models (e.g., gaussian plume) are parameterized for a range of meteorological conditions,
and thus do not need to be “recalibrated” for different geographic locations (assuming the range of
conditions is appropriate for the model). OAR also seeks to avoid artificial improvements in model
performance by adjusting model inputs outside the ranges supported by the empirical databases. These
practices prompted OAR to issue the following statement on model calibration in their Guideline on Air
Quality Models (EPA 2003b):

Calibration of models is not common practice and is subject to much error and
misunderstanding. There have been attempts by some to compare model estimates and
measurements on an event-by-event basis and then calibrate a model with results of that
comparison. This approach is severely limited by uncertainties in both source and
meteorological data and therefore it is difficult to precisely estimate the concentration at
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an exact location for a specific increment of time. Such uncertainties make calibration of
models of questionable benefit. Therefore, model calibration is unacceptable.

In general, however, models benefit from thoughtful adaptation that will enable them to respond
adequately to the specifics of each regulatory problem to which they are applied.
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4.

Model Evaluation

Summary of Recommendations for Model Evaluation

appropriately used to inform a decision.

Model evaluation addresses the soundness of the science underlying a model, the quality and
guantity of available data, the degree of correspondence with observed conditions, and the
appropriateness of a model for a given application.

Recommended components of the evaluation process include: (a) credible, objective peer review; (b)
QA project planning and data quality assessment; (c) qualitative and/or quantitative model
corroboration; and (d) sensitivity and uncertainty analyses.

Quality is an attribute of models that is meaningful only within the context of a specific model
application. Determining whether a model serves its intended purpose involves in-depth discussions
between model developers and the users responsible for applying for the model to a particular
problem.

Information gathered during model evaluation allows the decision maker to be better positioned to
formulate decisions and policies that take into account all relevant issues and concerns.

4.1

Introduction

Models will always be constrained by computational limitations, assumptions and knowledge
gaps. They can best be viewed as tools to help inform decisions rather than as machines to
generate truth or make decisions. Scientific advances will never make it possible to build a
perfect model that accounts for every aspect of reality or to prove that a given model is correct in
all aspects for a particular regulatory application. These characteristics...suggest that model
evaluation be viewed as an integral and ongoing part of the life cycle of a model, from problem
formulation and model conceptualization to the development and application of a computational
tool.

— NRC Committee on Models in the Regulatory Decision Process (NRC 2007)

The natural complexity of environmental systems makes it difficult to mathematically describe all relevant
processes, including all the intrinsic mechanisms that govern their behavior. Thus, policy makers often
rely on models as tools to approximate reality when making decisions that affect environmental systems.
The challenge facing model developers and users is determining when a model, despite its uncertainties,
can be appropriately used to inform a decision. Model evaluation is the process used to make this
determination. In this guidance, model evaluation is defined as the process used to generate information
to determine whether a model and its analytical results are of a quality sufficient to serve as the basis for
a decision. Model evaluation is conducted over the life cycle of the project, from development through
application.
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Box 5: Model Evaluation Versus Validation Versus Verification

Model evaluation should not be confused with model validation. Different disciplines assign different meanings to
these terms and they are often confused. For example, Suter (1993) found that among models used for risk
assessments, misconception often arises in the form of the question “Is the model valid?” and statements such as
“No model should be used unless it has been validated.” Suter further points out that “validated” in this context means
(a) proven to correspond exactly to reality or (b) demonstrated through experimental tests to make consistently
accurate predictions.

Because every model contains simplifications, predictions derived from a model can never be completely accurate
and a model can never correspond exactly to reality. In addition, “validated models” (e.g., those that have been
shown to correspond to field data) do not necessarily generate accurate predictions of reality for multiple applications
(Beck 2002a). Thus, some researchers assert that no model is ever truly “validated”; models can only be invalidated
for a specific application (Oreskes et al. 1994). Accordingly, this guidance focuses on process and techniques for
model evaluation rather than model validation or invalidation.

“Verification” is another term commonly applied to the evaluation process. However, in this guidance and elsewhere,
model verification typically refers to model code verification as defined in the model development section. For
example, the NRC Committee on Models in the Regulatory Decision Process (NRC 2007) provides the following
definition:

Verification refers to activities that are designed to confirm that the mathematical framework
embodied in the module is correct and that the computer code for a module is operating according
to its intended design so that the results obtained compare favorably with those obtained using
known analytical solutions or numerical solutions from simulators based on similar or identical
mathematical frameworks.

In simple terms, model evaluation provides information to help answer four main questions (Beck 2002b):

How have the principles of sound science been addressed during model development?

How is the choice of model supported by the quantity and quality of available data?

How closely does the model approximate the real system of interest?

How does the model perform the specified task while meeting the objectives set by QA project
planning?

pownNPE

These four factors address two aspects of model quality. The first factor focuses on the intrinsic
mechanisms and generic properties of a model, regardless of the particular task to which it is applied. In
contrast, the latter three factors are evaluated in the context of the use of a model within a specific set of
conditions. Hence, it follows that model quality is an attribute that is meaningful only within the context of
a specific model application. A model's quality to support a decision becomes known when information is
available to assess these factors.

The NRC committee recommends that evaluation of a regulatory model continue throughout the life of a
model and that an evaluation plan could:

= Describe the model and its intended uses.
= Describe the relationship of the model to data, including the data for both inputs and corroboration.
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= Describe how such data and other sources of information will be used to assess the ability of the
model to meet its intended task.

= Describe all the elements of the evaluation plan by using an outline or diagram that shows how the
elements relate to the model’s life cycle.

= Describe the factors or events that might trigger the need for major model revisions or the
circumstances that might prompt users to seek an alternative model. These can be fairly broad and
qualitative.

= Identify the responsibilities, accountabilities, and resources needed to ensure implementation of the
evaluation plan.

As stated above, the goal of model evaluation is to ensure model quality. At EPA, quality is defined by the
Information Quality Guidelines (IQGs) (EPA 2002a). The IQGs apply to all information that EPA
disseminates, including models, information from models, and input data (see Appendix C, Box C4:
Definition of Quality). According to the 1QGs, quality has three major components: integrity, utility, and
objectivity. This chapter focuses on addressing the four questions listed above by evaluating the third
component, objectivity — specifically, how to ensure the objectivity of information from models by
considering their accuracy, bias, and reliability.

= Accuracy, as described in Section 2.4, is the closeness of a measured or computed value to its “true”
value, where the “true” value is obtained with perfect information.

» Bias describes any systematic deviation between a measured (i.e., observed) or computed value and
its “true” value. Bias is affected by faulty instrument calibration and other measurement errors,
systematic errors during data collection, and sampling errors such as incomplete spatial
randomization during the design of sampling programs.

= Reliability is the confidence that (potential) users have in a model and its outputs such that they are
willing to use the model and accept its results (Sargent 2000). Specifically, reliability is a function of
the model’'s performance record and its conformance to best available, practicable science.

This chapter describes principles, tools, and considerations for model evaluation throughout all stages of
development and application. Section 4.2 presents a variety of qualitative and quantitative best practices
for evaluating models. Section 4.3 discusses special considerations for evaluating proprietary models.
Section 4.4 explains why retrospective analysis of models, conducted after a model has been applied,
can be important to improve individual models and regulatory policies and to systematically enhance the
overall modeling field. Finally, Section 4.5 describes how the evaluation process culminates in a decision
whether to apply the model to decision making. Section 4.6 reviews the key recommendations from this
chapter.

4.2 Best Practices for Model Evaluation

The four questions listed above address the soundness of the science underlying a model, the quality and
guantity of available data, the degree of correspondence with observed conditions, and the
appropriateness of a model for a given application. This guidance describes several “tools” or best
practices to address these questions: peer review of models; QA project planning, including data quality
assessment; model corroboration (qualitative and/or quantitative evaluation of a model's accuracy and
predictive capabilities); and sensitivity and uncertainty analysis. These tools and practices include both
gualitative and quantitative techniques:

21



= Qualitative assessments: Some of the uncertainty in model predictions may arise from sources
whose uncertainty cannot be quantified. Examples are uncertainties about the theory underlying the
model, the manner in which that theory is mathematically expressed to represent the environmental
components, and the theory being modeled. Subjective evaluation of experts may be needed to
determine appropriate values for model parameters and inputs that cannot be directly observed or
measured (e.g., air emissions estimates). Qualitative assessments are needed for these sources of
uncertainty. These assessments may involve expert elicitation regarding the system’s behavior and
comparison with model forecasts.

»  Quantitative assessments: The uncertainty in some sources — such as some model parameters and
some input data — can be estimated through quantitative assessments involving statistical
uncertainty and sensitivity analyses. These types of analyses can also be used to quantitatively
describe how model estimates of current conditions may be expected to differ from comparable field
observations. However, since model predictions are not directly observed, special care is needed
when quantitatively comparing model predictions with field data.

As discussed previously, model evaluation is an iterative process. Hence, these tools and techniques
may be effectively applied throughout model development, testing, and application and should not be
interpreted as sequential steps for model evaluation.

Model evaluation should always be conducted using a graded approach that is adequate and appropriate
to the decision at hand (EPA 2001, 2002b). This approach recognizes that model evaluation can be
modified to the circumstances of the problem at hand and that programmatic requirements are varied.
For example, a screening model (a type of model designed to provide a “conservative” or risk-averse
answer) that is used for risk management should undergo rigorous evaluation to avoid false negatives,
while still not imposing unreasonable data-generation burdens (false positives) on the regulated
community. Ideally, decision makers and modeling staff work together at the onset of new projects to
identify the appropriate degree of model evaluation (see Section 3.1).

External circumstances can affect the rigor required in model evaluation. For example, when the likely
result of modeling will be costly control strategies and associated controversy, more detailed model
evaluation may be necessary. In these cases, many aspects of the modeling may come under close
scrutiny, and the modeler must document the findings of the model evaluation process and be prepared
to answer questions that will arise about the model. A deeper level of model evaluation may also be
appropriate when modeling unique or extreme situations that have not been previously encountered.

Finally, as noted earlier, some assessments require the use of multiple, linked models. This linkage has
implications for assessing uncertainty and applying the system of models. Each component model as well
as the full system of integrated models must be evaluated.

Sections 4.2.1 and 4.2.2, on peer review of models and quality assurance protocols for input data,
respectively, are drawn from existing guidance. Section 4.2.3, on model corroboration activities and the
use of sensitivity and uncertainty analysis, provides new guidance for model evaluation (along with
Appendix D).
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Box 6: Examples of Life Cycle Model Evaluation

The value in evaluating a model from the conceptual stage through the use stage is illustrated in a multi-year project
conducted by the Organization for Economic Cooperation and Development (OECD). The project sought to develop a
screening model that could be used to assess the persistence and long-range transport potential of chemicals. To
ensure its effectiveness, the screening model needed to be a consensus model that had been evaluated against a
broad set of available models and data.

This project began at a 2001 workshop to set model performance and evaluation goals that would provide the
foundation for subsequent model selection and development (OECD 2002). OECD then established an expert group
in 2002. This group began its work by developing and publishing a guidance document on using multimedia models
to estimate environmental persistence and long-range transport. From 2003 to 2004, the group compared and
assessed the performance of nine available multimedia fate and transport models (Fenner et al. 2005; Klasmeier et
al. 2006). The group then developed a parsimonious consensus model representing the minimum set of key
components identified in the model comparison. They convened three international workshops to disseminate this
consensus model and provide an ongoing model evaluation forum (Scheringer et al. 2006).

In this example, more than half the total effort was invested in the conceptual and model formulation stages, and
much of the effort focused on performance evaluation. The group recognized that each model’s life cycle is different,
but noted that attention should be given to developing consensus-based approaches in the model concept and
formulation stages. Conducting concurrent evaluations at these stages in this setting resulted in a high degree of buy-
in from the various modeling groups.

4.2.1 Scientific Peer Review

Peer review provides the main mechanism for independent evaluation and review of environmental
models used by the Agency. Peer review provides an independent, expert review of the evaluation in
Section 4.1; therefore, its purpose is two-fold:

= To evaluate whether the assumptions, methods, and conclusions derived from environmental models
are based on sound scientific principles.

= To check the scientific appropriateness of a model for informing a specific regulatory decision. (The
latter objective is particularly important for secondary applications of existing models.)

Information from peer reviews is also helpful for choosing among multiple competing models for a specific
regulatory application. Finally, peer review is useful to identify the limitations of existing models. Peer
review is not a mechanism to comment on the regulatory decisions or policies that are informed by
models (EPA 2000c).

Peer review charge questions and corresponding records for peer reviewers to answer those questions
should be incorporated into the quality assurance project plan, developed during assessment planning
(see Section 4.2.2, below). For example, peer reviews may focus on whether a model meets the
objectives or specifications that were set as part of the quality assurance plan (see EPA 2002b) (see
Section 3.1).
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All models that inform significant® regulatory decisions are candidates for peer review (EPA 2000c, 1993)
for several reasons:

= Model results will be used as a basis for major regulatory or policy/guidance decision making.
= These decisions likely involve significant investment of Agency resources.
= These decisions may have inter-Agency or cross-agency implications/applicability.

Existing guidance recommends that a new model should be scientifically peer-reviewed prior to its first
application; for subsequent applications, the program manager should consider the scientific/technical
complexity and/or the novelty of the particular circumstances to determine whether additional peer review
is needed (EPA 1993). To conserve resources, peer review of “similar” applications should be avoided.

Models used for secondary applications (existing EPA models or proprietary models) will generally
undergo a different type of evaluation than those developed with a specific regulatory information need in
mind. Specifically, these reviews may deal more with uncertainty about the appropriate application of a
model to a specific set of conditions than with the science underlying the model framework. For example,
a project team decides to assess a water quality problem using WASP, a well-established water quality
model framework. The project team determines that peer review of the model framework itself is not
necessary, and the team instead conducts a peer review on their specific application of the WASP
framework.

The following aspects of a model should be peer-reviewed to establish scientific credibility (SAB 1993a,
EPA 1993):

= Appropriateness of input data.

=  Appropriateness of boundary condition specifications.

= Documentation of inputs and assumptions.

=  Applicability and appropriateness of selected parameter values.

= Documentation and justification for adjusting model inputs to improve model performance
(calibration).

= Model application with respect to the range of its validity.

=  Supporting empirical data that strengthen or contradict the conclusions that are based on model
results.

To be most effective and maximize its value, external peer review should begin as early in the model
development phase as possible (EPA 2000b). Because peer review involves significant time and
resources, these allocations must be incorporated into components of the project planning and any

2 Executive Order 12866 (58 FR 51735) requires federal agencies to determine whether a regulatory action is
“significant” and therefore, subject to the requirements of the Executive Order, including review by the Office of
Management and Budget. The Order defines “significant regulatory action” as one “that is likely to result in a rule
that may: (1) Have an annual effect on the economy of $100 million or more or adversely affect in a material way
the economy, a sector of the economy, productivity, competition, jobs, the environment, public health or safety, or
State, local, or tribal governments or communities; (2) Create a serious inconsistency or otherwise interfere with an
action taken or planned by another agency; (3) Materially alter the budgetary impacts of entitlements, grants, user
fees, or loan programs or the rights and obligations of recipients thereof; or (4) Raise novel legal or policy issues
arising out of legal mandates, the President’s priorities, or the principles set forth in [the] Order.” Section 2(f).
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related contracts. Peer review in the early stages of model development can help evaluate the
conceptual basis of models and potentially save time by redirecting misguided initiatives, identifying
alternative approaches, or providing strong technical support for a potentially controversial position (SAB
1993a, EPA 1993). Peer review in the later stages of model development is useful as an independent
external review of model code (i.e., model verification). External peer review of the applicability of a
model to a particular set of conditions should be considered well in advance of any decision making, as it
helps avoid inappropriate applications of a model for specific regulatory purposes (EPA 1993).

The peer review logistics are left to the discretion of the managers responsible for applying the model
results to decision making. Mechanisms for accomplishing external peer review include (but are not
limited to):

= Using an ad hoc panel of scientists.>
= Using an established external peer review mechanism such as the SAB
* Holding a technical workshop.*

Several sources provide guidance for determining the qualifications and number of reviewers needed for
a given modeling project (SAB 1993a; EPA 2000c, 1993, 1994a). Key aspects are summarized in
Appendix D of this guidance.

4.2.2 Quality Assurance Project Planning and Data Quality Assessment

Like peer review, data quality assessment addresses whether a model has been developed according to
the principles of sound science. While some variability in data is unavoidable (see Section 4.2.3.1),
adhering to the tenets of data quality assessment described in other Agency guidance® (Appendix D, Box
D2: Quality Assurance Planning and Data Acceptance Criteria) helps minimize data uncertainty.

Well-executed QA project planning also helps ensure that a model performs the specified task, which
addresses the fourth model evaluation question posed in Section 4.1. As discussed above, evaluating
the degree to which a modeling project has met QA objectives is often a function of the external peer
review process. The Guidance for Quality Assurance Project Plans for Modeling (EPA 2002b) provides
general information about how to document quality assurance planning for modeling (e.g., specifications

® The formation and use of an ad hoc panel of peer reviewers may be subject to the Federal Advisory Committee Act
(FACA). Compliance with FACA’s requirements is summarized in Chapter Two of the Peer Review Handbook,
“Planning a Peer Review” (EPA 2000c). Guidance on compliance with FACA may be sought from the Office of
Cooperative Environmental Management. Legal questions regarding FACA may be addressed to the Cross-Cutting
Issues Law Office in the Office of General Counsel.
* Note that a technical workshop held for peer review purposes is not subject to FACA if the reviewers provide
individual opinions. [Note that there is no “one time meeting” exemption from FACA. The courts have held that
even a single meeting can be subject to FACA.] An attempt to obtain group advice, whether it be consensus or
majority-minority views, likely would trigger FACA requirements.
> Other guidance that can help ensure the quality of data used in modeling projects includes:
e Guidance for the Data Quality Objectives Process, a systematic planning process for environmental data
collection (EPA 2000a).
e Guidance on Choosing a Sampling Design for Environmental Data Collection, on applying statistical
sampling designs to environmental applications (EPA 2002c).
e Guidance for Data Quality Assessment: Practical Methods for Data Analysis, to evaluate the extent to
which data can be used for a specific purpose (EPA 2000b).
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or assessment criteria development, assessments of various stages of the modeling process; reports to
management as feedback for corrective action; and finally the process for acceptance, rejection, or
qualification of the output for use) to conform with EPA policy and acquisition regulations. Data quality
assessments are a key component of the QA plan for models.

Both the quality and quantity (representativeness) of supporting data used to parameterize and (when
available) corroborate models should be assessed during all relevant stages of a modeling project. Such
assessments are needed to evaluate whether the available data are sufficient to support the choice of the
model to be applied (question 2, Section 4.1), and to ensure that the data are sufficiently representative of
the true system being modeled to provide meaningful comparison to observational data (question 3,
Section 4.1).

4.2.3 Corroboration, Sensitivity Analysis, and Uncertainty Analysis

The question “How closely does the model approximate the real system of interest?” is unlikely to have a
simple answer. In general, answering this question is not simply a matter of comparing model results and
empirical data. As noted in Section 3.1, when developing and using an environmental model, modelers
and decision makers should consider what degree of uncertainty is acceptable within the context of a
specific model application. To do this, they will need to understand the uncertainties underlying the
model. This section discusses three approaches to gaining this understanding:

= Model corroboration (Section 4.2.3.2), which includes all quantitative and qualitative methods for
evaluating the degree to which a model corresponds to reality.

= Sensitivity analysis (Section 4.2.3.3), which involves studying how changes in a model’s input values
or assumptions affect its output or response.

= Uncertainty analysis (Section 4.2.3.3), which investigates how a model might be affected by the lack
of knowledge about a certain population or the real value of model parameters.

Where practical, the recommended analyses should be conducted and their results reported in the
documentation supporting the model. Section 4.2.3.1 describes and defines the various types of
uncertainty, and associated concepts, inherent in the modeling process that model corroboration and
sensitivity and uncertainty analysis can help assess.

4.2.3.1 Types of Uncertainty

Uncertainties are inherent in all aspects of the modeling process. Identifying those uncertainties that
significantly influence model outcomes (either qualitatively or quantitatively) and communicating their
importance is key to successfully integrating information from models into the decision making process.
As defined in Chapter 3, uncertainty is the term used in this guidance to describe incomplete knowledge
about specific factors, parameters (inputs), or models. For organizational simplicity, uncertainties that
affect model quality are categorized in this guidance as:

= Model framework uncertainty, resulting from incomplete knowledge about factors that control the

behavior of the system being modeled; limitations in spatial or temporal resolution; and simplifications
of the system.
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= Model input uncertainty, resulting from data measurement errors, inconsistencies between
measured values and those used by the model (e.g., in their level of aggregation/averaging), and
parameter value uncertainty.

= Model niche uncertainty, resulting from the use of a model outside the system for which it was
originally developed and/or developing a larger model from several existing models with different
spatial or temporal scales.

Box 7: Example of Model Input Uncertainty

The NRC’s Models in Environmental Regulatory Decision Making provides a detailed example, summarized below, of
the effect of model input uncertainty on policy decisions.

The formation of ozone in the lower atmosphere (troposphere) is an exceedingly complex chemical process that
involves the interaction of oxides of nitrogen (NOy), volatile organic compounds (VOCSs), sunlight, and dynamic
atmospheric processes. The basic chemistry of ozone formation was known in the early 1960s (Leighton 1961).
Reduction of ozone concentrations generally requires controlling either or both NOx and VOC emissions. Due to the
nonlinearity of atmospheric chemistry, selection of the emission-control strategy traditionally relied on air quality
models.

One of the first attempts to include the complexity of atmospheric ozone chemistry in the decision making process
was a simple observation-based model, the so-called Appendix J curve (36 Fed. Reg. 8166 [1971]). The curve was
used to indicate the percentage VOC emission reduction required to attain the ozone standard in an urban area
based on peak concentration of photochemical oxidants observed in that area. Reliable NOy data were virtually
nonexistent at the time; Appendix J was based on data from measurements of ozone and VOC concentrations from
six U.S. cities. The Appendix J curve was based on the hypothesis that reducing VOC emissions was the most
effective emission-control path, and this conceptual model helped define legislative mandates enacted by Congress
that emphasized controlling these emissions.

The choice in the 1970s to concentrate on VOC controls was supported by early results from models. Though new
results in the 1980s showed higher-than-expected biogenic VOC emissions, EPA continued to emphasize VOC
controls, in part because the schedule that Congress and EPA set for attaining the ozone ambient air quality
standards was not conducive to reflecting on the basic elements of the science (Dennis 2002).

VOC reductions from the early 1970s to the early 1990s had little effect on ozone concentrations. Regional ozone
models developed in the 1980s and 1990s suggested that controlling NOx emissions was necessary in addition to, or
instead of, controlling VOCs to reduce ozone concentrations (NRC 1991). The shift in the 1990s toward regulatory
activities focusing on NOy controls was partly due to the realization that historical estimates of emissions and the
effectiveness of various control strategies in reducing emissions were not accurate. In other words, ozone
concentrations had not been reduced as much as hoped over the past three decades, in part because emissions of
some pollutants were much higher than originally estimated.

Regulations may go forward before science and models are perfected because of the desire to mitigate the potential
harm from environmental hazards. In the case of ozone modeling, the model inputs (emissions inventories in this
case) are often more important than the model science (description of atmospheric transport and chemistry in this
case) and require as careful an evaluation as the evaluation of the model. These factors point to the potential
synergistic role that measurements play in model development and application.

In reality, all three categories are interrelated. Uncertainty in the underlying model structure or model
framework uncertainty is the result of incomplete scientific data or lack of knowledge about the factors
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that control the behavior of the system being modeled. Model framework uncertainty can also be the
result of simplifications needed to translate the conceptual model into mathematical terms as described in
Section 3.3. In the scientific literature, this type of uncertainty is also referred to as structural error (Beck
1987), conceptual errors (Konikow and Bredehoeft 1992), uncertainties in the conceptual model (Usunoff
et al. 1992), or model error/uncertainty (EPA 1997; Luis and McLaughlin 1992). Structural error relates to
the mathematical construction of the algorithms that make up a model, while the conceptual model refers
to the science underlying a model's governing equations. The terms “model error” and “model
uncertainty” are both generally synonymous with model framework uncertainty.

Many models are developed iteratively to update their underlying science and resolve existing model
framework uncertainty as new information becomes available. Models with long lives may undergo
important changes from version to version. The MOBILE model for estimating atmospheric vehicle
emissions, the CMAQ (Community Multi-scale Air Quality) model, and the QUAL2 water quality models
are examples of models that have had multiple versions and major scientific modifications and extensions
in over two decades of their existence (Scheffe and Morris 1993; Barnwell et al. 2004; EPA 1999c, as
cited in NRC 2007).

When an appropriate model framework has been developed, the model itself may still be highly uncertain
if the input data or database used to construct the application tool is not of sufficient quality. The quality
of empirical data used for both model parameterization and corroboration tests is affected by both
uncertainty and variability. This guidance uses the term “data uncertainty” to refer to the uncertainty
caused by measurement errors, analytical imprecision, and limited sample sizes during data collection
and treatment.

In contrast to data uncertainty, variability results from the inherent randomness of certain parameters,
which in turn results from the heterogeneity and diversity in environmental processes. Examples of
variability include fluctuations in ecological conditions, differences in habitat, and genetic variances
among populations (EPA 1997). Variability in model parameters is largely dependent on the extent to
which input data have been aggregated (both spatially and temporally). Data uncertainty is sometimes
referred to as reducible uncertainty because it can be minimized with further study (EPA 1997).
Accordingly, variability is referred to as irreducible because it can be better characterized and
represented but not reduced with further study (EPA 1997).

A model’'s application niche is the set of conditions under which use of the model is scientifically
defensible (EPA 1994b). Application niche uncertainty is therefore a function of the appropriateness of a
model for use under a specific set of conditions. Application niche uncertainty is particularly important
when (a) choosing among existing models for an application that lies outside the system for which the
models were originally developed and/or (b) developing a larger model from several existing models with
different spatial or temporal scales (Levins 1992).

The SAB'’s review of MMSOILS (Multimedia Contaminant Fate, Transport and Exposure Model) provides
a good example of application niche uncertainty. The SAB questioned the adequacy of using a screening-
level model to characterize situations where there is substantial subsurface heterogeneity or where non-
agueous phase contaminants are present (conditions differ from default values) (SAB 1993b). The SAB
considered the MMSOILS model acceptable within its original application niche, but unsuitable for more
heterogeneous conditions.
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4.2.3.2 Model Corroboration

The interdependence of models and measurements is complex and iterative for several reasons.
Measurements help to provide the conceptual basis of a model and inform model development,
including parameter estimation. Measurements are also a critical tool for corroborating model
results. Once developed, models can derive priorities for measurements that ultimately get used
in modifying existing models or in developing new ones. Measurement and model activities are
often conducted in isolation...Although environmental data systems serve a range of purposes,
including compliance assessment, monitoring of trends in indicators, and basic research
performance, the importance of models in the regulatory process requires measurements and
models to be better integrated. Adaptive strategies that rely on iterations of measurements and
modeling, such as those discussed in the 2003 NRC report titled Adaptive Monitoring and
Assessment for the Comprehensive Everglades Restoration Plan, provide examples of how
improved coordination might be achieved.

— NRC Committee on Models in the Regulatory Decision Process (NRC 2007)

Model corroboration includes all quantitative and qualitative methods for evaluating the degree to which a
model corresponds to reality. The rigor of these methods varies depending on the type and purpose of
the model application. Quantitative model corroboration uses statistics to estimate how closely the model
results match measurements made in the real system. Qualitative corroboration activities may include
expert elicitation to obtain beliefs about a system'’s behavior in a data-poor situation. These corroboration
activities may move model forecasts toward consensus.

For newly developed model frameworks or untested mathematical processes, formal corroboration
procedures may be appropriate. Formal corroboration may involve formulation of hypothesis tests for
model acceptance, tests on datasets independent of the calibration dataset, and quantitative testing
criteria. In many cases, collecting independent datasets for formal model corroboration is extremely
costly or otherwise unfeasible. In such circumstances, model evaluation may be appropriately conducted
using a combination of other evaluation tools discussed in this section.

Robustness is the capacity of a model to perform equally well across the full range of environmental
conditions for which it was designed (Reckhow 1994; Borsuk et al. 2002). The degree of similarity among
datasets available for calibration and corroboration provides insight into a model’'s robustness. For
example, if the dataset used to corroborate a model is identical or statistically similar to the dataset used
to calibrate the model, then the corroboration exercise has provided neither an independent measure of
the model's performance nor insight into the model’s robustness. Conversely, when corroboration data
are significantly different from calibration data, the corroboration exercise provides a measure of both
model performance and robustness.

Quantitative model corroboration methods are recommended for choosing among multiple models that
are available for the same application. In such cases, models may be ranked on the basis of their
statistical performance in comparison to the observational data (e.g., EPA 1992). EPA'’s Office of Air and
Radiation evaluates models in this manner. When a single model is found to perform better than others in
a given category, OAR recommends it in the Guidelines on Air Quality Models as a preferred model for
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application in that category (EPA 2003a). If models perform similarly, then the preferred model is selected
based on other factors, such as past use, public familiarity, cost or resource requirements, and
availability.

Box 8: Example: Comparing Results from Models of Varying Complexity
(From Box 5-4 in NRC’s Models in Environmental Regulatory Decision Making)

The Clean Air Mercury Rule® requires industry to reduce mercury emissions from coal-fired power plants. A potential
benefit is the reduced human exposure and related health impacts from methylmercury that may result from reduced
concentrations of this toxin in fish. Many challenges and uncertainties affect assessment of this benefit. In its
assessment of the benefits and costs of this rule, EPA used multiple models to examine how changes in atmospheric
deposition would affect mercury concentrations in fish, and applied the models to assess some of the uncertainties
associated with the model results (EPA 2005).

EPA based its national-scale benefits assessment on results from the mercury maps (MMaps) model. This model
assumes a linear, steady-state relationship between atmospheric deposition of mercury and mercury concentrations
in fish, and thus assumes that a 50% reduction in mercury deposition rates results in a 50% decrease in fish mercury
concentrations. In addition, MMaps assumes instantaneous adjustment of aquatic systems and their ecosystems to
changes in deposition — that is, no time lag in the conversion of mercury to methylmercury and its bioaccumulation in
fish. MMaps also does not deal with sources of mercury other than those from atmospheric deposition. Despite those
limitations, the Agency concluded that no other available model was capable of performing a national-scale
assessment.

To further investigate fish mercury concentrations and to assess the effects of MMaps’ assumptions, EPA applied
more detailed models, including the spreadsheet-based ecological risk assessment for the fate of mercury (SERAFM)
model, to five well-characterized ecosystems. Unlike the steady-state MMaps model, SERAFM is a dynamic model
which calculates the temporal response of mercury concentrations in fish tissues to changes in mercury loading. It
includes multiple land-use types for representing watershed loadings of mercury through soil erosion and runoff.
SERAFM partitions mercury among multiple compartments and phases, including aqueous phase, abiotic participles
(for example, silts), and biotic particles (for example, phytoplankton). Comparisons of SERAFM'’s predictions with
observed fish mercury concentrations for a single fish species in four ecosystems showed that the model under-
predicted mean concentrations for one water body, over-predicted mean concentrations for a second water body, and
accurately predicted mean concentrations for the other two. The error bars for the observed fish mercury
concentrations in these four ecosystems were large, making it difficult to assess the models’ accuracy. Modeling the
four ecosystems also showed how the assumed physical and chemical characteristics of the specific ecosystem
affected absolute fish mercury concentrations and the length of time before fish mercury concentrations reached
steady state.

Although EPA concluded that the best available science supports the assumption of a linear relationship between
atmospheric deposition and fish mercury concentrations for broad-scale use, the more detailed ecosystem modeling
demonstrated that individual ecosystems were highly sensitive to uncertainties in model parameters. The Agency
also noted that many of the model uncertainties could not be quantified. Although the case studies covered the bulk
of the key environmental characteristics, EPA found that extrapolating the individual ecosystem case studies to
account for the variability in ecosystems across the country indicated that those case studies might not represent
extreme conditions that could influence how atmospheric mercury deposition affected fish mercury concentrations in

® On February 8, 2008, the U.S. Court of Appeals for the District of Columbia Circuit vacated the Clean Air
Mercury Rule. The DC Circuit’s vacatur of this rule was unrelated to the modeling conducted in support of the rule.
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a water body.

This example illustrates the usefulness of investigating a variety of models at varying levels of complexity. A
hierarchical modeling approach, such as that used in the mercury analysis, can provide justification for simplified
model assumptions or potentially provide evidence for a consistent bias that would negate the assumption that a
simple model is appropriate for broad-scale application.

4.2.3.3 Sensitivity and Uncertainty Analysis

Sensitivity analysis is the study of how a model's response can be apportioned to changes in model
inputs (Saltelli et al. 2000a). Sensitivity analysis is recommended as the principal evaluation tool for
characterizing the most and least important sources of uncertainty in environmental models.

Uncertainty analysis investigates the lack of knowledge about a certain population or the real value of
model parameters. Uncertainty can sometimes be reduced through further study and by collecting
additional data. EPA guidance (e.g., EPA 1997) distinguishes uncertainty analysis from methods used to
account for variability in input data and model parameters. As mentioned earlier, variability in model
parameters and input data can be better characterized through further study but is usually not reducible
(EPA 1997).

Although sensitivity and uncertainty analysis are closely related, sensitivity is algorithm-specific with
respect to model “variables” and uncertainty is parameter-specific. Sensitivity analysis assesses the
“sensitivity” of the model to specific parameters and uncertainty analysis assesses the “uncertainty”
associated with parameter values. Both types of analyses are important to understand the degree of
confidence a user can place in the model results. Recommended techniques for conducting uncertainty
and sensitivity analysis are discussed in Appendix D.

The NRC committee pointed out that uncertainty analysis for regulatory environmental modeling involves
not only analyzing uncertainty, but also communicating the uncertainties to policy makers. To facilitate
communication of model uncertainty, the committee recommends using hybrid approaches in which
unknown quantities are treated probabilistically and explored in scenario-assessment mode by decision
makers through a range of plausible values. The committee further acknowledges (NRC 2007) that:

Effective uncertainty communication requires a high level of interaction with the relevant decision
makers to ensure that they have the necessary information about the nature and sources of
uncertainty and their consequences. Thus, performing uncertainty analysis for environmental
regulatory activities requires extensive discussion between analysts and decision makers.

4.3 Evaluating Proprietary Models
This guidance defines proprietary models as those computer models for which the source code is not
universally shared. To promote the transparency with which decisions are made, EPA prefers using non-

proprietary models when available. However, the Agency acknowledges there will be times when the use
of proprietary models provides the most reliable and best-accepted characterization of a system.
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When a proprietary model is used, its use should be accompanied by comprehensive, publicly available
documentation. This documentation should describe:

4.4

e The conceptual model and the theoretical basis (as described in Section 3.3.1) for the model.

e The techniques and procedures used to verify that the proprietary model is free from numerical
problems or “bugs” and that it truly represents the conceptual model (as described in Section
3.3.3).

e The process used to evaluate the model (as described in Section 4.2) and the basis for
concluding that the model and its analytical results are of a quality sufficient to serve as the basis
for a decision (as described in Section 4.1).

e To the extent practicable, access to input and output data such that third parties can replicate the
model results.

Learning From Prior Experiences — Retrospective Analyses of Models

The NRC Committee on Models in the Regulatory Decision Process emphasized that the final issue in
managing the model evaluation process is the learning that comes from examining prior modeling
experiences. Retrospective analysis of models is important to individual models and regulatory policies
and to systematically enhance the overall modeling field. The committee pointed out that retrospective
analyses can be considered from various perspectives:

They can investigate the systematic strengths and weaknesses that are characteristic of broad
classes of models — for example, models of ground water flow, surface water, air pollution, and
health risks assessment. For example, a researcher estimated that in 20 to 30 percent of ground
water modeling efforts, surprising occurrences indicated that the conceptual model underlying the
computer model was invalid (Bredehoeft 2003, 2005, in NRC 2007).

They can study the processes (for example, approaches to model development and evaluation) that
lead to successful model applications.

They can examine models that have been in use for years to determine how well they work. Ongoing
evaluation of the model against data, especially data taken under novel conditions, offers the best
chance to identify and correct conceptual errors. This type of analysis is referred to as a model “post-
audit” (see Section 5.5)

The results of retrospective evaluations of individual models and model classes can be used to identify
priorities for improving models.
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Box 9: Example of a Retrospective Model Analysis at EPA
(From Box 4-6 in NRC’s Models in Environmental Regulatory Decision Making)

EPA’s Model Evaluation and Applications Research Branch has been performing a retrospective analysis of the
CMAQ model’s ability to simulate the change in a pollutant associated with a known change in emissions (A. Gilliland,
EPA, personal commun., May 19, 2006 and March 5, 2007). This study, which EPA terms a “dynamic evaluation”
study, focuses on a rule issue by EPA in 1998 that required 22 states and the District of Columbia to submit State
Implementation Plans providing NOy emission reductions to mitigate ozone transport in the eastern United States.
This rule, known as the NOy SIP Call, requires emission reductions from the utility sector and large industrial boilers
in the eastern and midwestern United States by 2004. Since theses sources are equipped with continuous emission
monitoring systems, the NOy SIP call represents a special opportunity to directly measure the emission changes and
incorporate them into model simulations with reasonable confidence.

Air quality model simulations were developed for the summers of 2002 and 2004 using the CMAQ model, and the
resulting ozone predictions were compared to observed ozone concentrations. Two series of CMAQ simulations were
developed to test two different chemical mechanisms in CMAQ. This allowed an evaluation of the uncertainty
associated with the model's representation of chemistry. Since the model's prediction of the relative change in
pollutant concentrations provides input for regulatory decision making, this type of dynamic evaluations is particularly
relevant to how the model is used.

4.5 Documenting the Model Evaluation

In its Models in Environmental Regulatory Decision Making report, the NRC summarizes the key
elements of a model evaluation (NRC 2007). This list provides a useful framework for documenting the
results of model evaluation as the various elements are conducted during model development and
application:

= Scientific basis. The scientific theories that form the basis for models.

= Computational infrastructure. The mathematical algorithms and approaches used in executing the
model computations.

= Assumptions and limitations. The detailing of important assumptions used in developing or
applying a computational model, as well as the resulting limitations that will affect the model’s
applicability.

= Peer review. The documented critical review of a model or its application conducted by qualified
individuals who are independent of those who performed the work, but who collectively have at least
equivalent technical expertise to those who performed the original work. Peer review attempts to
ensure that the model is technically adequate, competently performed, properly documented, and
satisfies established quality requirements through the review of assumptions, calculations,
extrapolations, alternate interpretations, methodology, acceptance criteria, and/or conclusions
pertaining from a model or its application (modified from EPA 2006).

= Quality assurance and quality control (QA/QC). A system of management activities involving
planning, implementation, documentation, assessment, reporting, and improvement to ensure that a
model and its components are of the type needed and expected for its task and that they meet all
required performance standards.

= Data availability and quality. The availability and quality of monitoring and laboratory data that can
be used for both developing model input parameters and assessing model results.
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= Test cases. Basic model runs where an analytical solution is available or an empirical solution is
known with a high degree of confidence to ensure that algorithms and computational processes are
implemented correctly.

= Corroboration of model results with observations. Comparison of model results with data
collected in the field or laboratory to assess the model’s accuracy and improve its performance.

= Benchmarking against other models. Comparison of model results with other similar models.

= Sensitivity and uncertainty analysis. Investigation of the parameters or processes that drive model
results, as well as the effects of lack of knowledge and other potential sources of error in the model.

= Model resolution capabilities. The level of disaggregation of processes and results in the model
compared to the resolution needs from the problem statement or model application. The resolution
includes the level of spatial, temporal, demographic, or other types of disaggregation.

= Transparency. The need for individuals and groups outside modeling activities to comprehend either
the processes followed in evaluation or the essential workings of the model and its outputs.

4.6 Deciding Whether to Accept the Model for Use in Decision Making

The model development and evaluation process culminates in a decision to accept (or not accept) the
model for use in decision making. This decision is made by the program manager charged with making
regulatory decisions, in consultation with the model developers and project team. It should be informed
by good communication of the key findings of the model evaluation process, including the critical issue of
uncertainty. The project team should gain model acceptance before applying the model to decision
making to avoid confusion and potential re-work.
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5.  Model Application

5.1 Introduction

Once a model has been accepted for use by decision makers, it is applied to the problem that was
identified in the first stages of the modeling process. Model application commonly involves a shift from
the hindcasting (testing the model against past observed conditions) used in the model development and
evaluation phases to forecasting (predicting a future change) in the application phase. This may involve a
collaborative effort between modelers and program staff to devise management scenarios that represent
different regulatory alternatives. Some model applications may entail trial-and-error model simulations,
where model inputs are changed iteratively until a desired environmental condition is achieved.

Using a model in a proposed decision requires that the model application be transparently incorporated
into the public process. This is accomplished by providing written documentation of the model’s relevant
characteristics in a style and format accessible to the interested public, and by sharing specific model files
and data with external parties, such as technical consultants and university scientists, upon request. This
chapter presents best practices and other recommendations for integrating the results of environmental
models into Agency decisions. Section 5.2 describes how to achieve and document a transparent
modeling process, Section 5.3 reviews situations when use of multiple models may be appropriate, and
Section 5.4 discusses the use of post-audits to determine whether the actual system response concurs
with that predicted by the model.

Box 10: Examples of Major EPA Documents That Incorporate a Substantial Amount of Computational
Modeling Activities
(From Table 2-2 in NRC’s Models in Environmental Regulatory Decision Making)

Air Quality

Criteria Documents and Staff Paper for Establishing NAAQS

Summarize and assess exposures and health impacts for the criteria air pollutants (ozone, particulate matter, carbon
monoxide, lead, nitrogen dioxide, and sulfur dioxide). Criteria documents include results from exposure and health
modeling studies, focusing on describing exposure-response relationships. For example, the particulate matter

criteria document placed emphasis on epidemiological models of morbidity and mortality (EPA 2004c). The Staff
Paper takes this scientific foundation a step further by identifying the crucial health information and using exposure
modeling to characterize risks that serve as the basis for the staff recommendation of the standards to the EPA
Administrator. For example, models of the number of children exercising outdoors during those parts of the day when
ozone is elevated had a major influence on decisions about the 8-hour ozone national ambient air quality standard
(EPA 1996).

State Implementation Plan (SIP) Amendments

A detailed description of the scientific methods and emissions reduction programs a state will use to carry out its
responsibilities under the CAA for complying with NAAQS. A SIP typically relies on results from activity, emissions,
and air quality modeling. Model-generated emissions inventories serve as input to regional air quality models and are
used to test alternative emission-reduction schemes to see whether they will result in air quality standards being met
(e.g., ADEC 2001; TCEQ 2004). Regional-scale modeling has become part of developing state implementation plans
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for the new 8-hour ozone and fine particulate matter standards. States, local governments, and their consultants do
this analysis.
Regulatory Impact Assessments (RIAs) for Air Quality Rules

RIAs for air quality regulations document the costs and benefits of major emission control regulations. Recent RIAs
have included emissions, air quality, exposure, and health and economic impacts modeling results (e.g., EPA 2004b)

Water Regulations

Total Maximum Daily Load (TMDL) Determinations

For each impaired water body, a TMDL identifies (a) the water quality standard that is not being attained and the
pollutant causing the impairment (b) and the total loading of the pollutant that the water may receive and still meet the

water quality standard and (c) allocates that total loading among the point and nonpoint sources of the pollutant
discharging to the water. Establishment of TMDLs may utilize water quality and/or nutrient loading models. States
establish most TMDLs and therefore state and their consultants can be expected to do the majority of this modeling,
with EPA occasionally doing the modeling for particularly contentious TMDLs (EPA 2002b; George 2004; Shoemaker
2004; Wool 2004).

Leaking Underground Storage Tank Program

Assesses the potential risks associated with leaking underground gasoline storage tanks. At an initial screening
level, it may assess one-dimensional transport of a conservative contaminant using an analytical model (Weaver
2004).

Development of Maximum Contaminant Levels for Drinking Water

Assess drinking water standards for public water supply systems. Such assessments can include exposure,
epidemiology, and dose-response modeling (EPA 2002c; NRC 2001b, 2005b).

Pesticides and Toxic Substances Program
Pre-manufacturing Notice Decisions

Assess risks associated with new manufactured chemicals entering the market. Most chemicals are screened initially
as to their environmental and human health risks using structure-activity relationship models.
Pesticide Reassessments

Requires that all existing pesticides undergo a reassessment based on cumulative (from multiple pesticides) and
aggregate (exposure from multiple pathways) health risk. This includes the use of pesticide exposure models.

Solid and Hazardous Wastes Regulations

Superfund Site Decision Documents

Includes the remedial investigation, feasibility study, proposed plan, and record-of-decision documents that address
the characteristics and cleanup of Superfund sites. For many hazardous waste sites, a primary modeling task is

using groundwater modeling to assess movement of toxic substances through the substrate (Burden 2004). The
remedial investigation for a mining megasite might include water quality, environmental chemistry, human health risk,
and ecological risk assessment modeling (NRC 2005a).

Human Health Risk Assessment
Benchmark Dose (BMD) Technical Guidance Document

EPA relies on both laboratory animal and epidemiological studies to assess the noncancer effects of chronic
exposure to pollutants (that is, the reference dose [RfD] and the inhalation reference concentration, [RfC]). These
data are modeled to estimate the human dose-response. EPA recommends the use of BMD modeling, which
essentially fits the experimental data to use as much of the available data as possible (EPA 2000).
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Ecological Risk Assessment

The ecological risk assessment guidelines provide general principles and give examples to show how ecological risk
assessment can be applied to a wide range of systems, stressors, and biological, spatial, and temporal scales. They
describe the strengths and limitations of alternative approaches and emphasize processes and approaches for
analyzing data rather than specifying data collection techniques, methods or models (EPA 1998).

5.2 Transparency

The objective of transparency is to enable communication between modelers, decision makers, and the
public. Model transparency is achieved when the modeling processes are documented with clarity and
completeness at an appropriate level of detail. When models are transparent, they can be used
reasonably and effectively in a regulatory decision.

5.2.1 Documentation

Documentation enables decision makers and other model users to understand the process by which a
model was developed and used. During model development and use, many choices must be made and
options selected that may bias the model results. Documenting this process and its limitations and
uncertainties is essential to increase the utility and acceptability of the model outcomes. Modelers and
project teams should document all relevant information about the model to the extent practicable,
particularly when a controversial decision is involved. In legal proceedings, the quality and thoroughness
of the model’s written documentation and the Agency’s responses to peer review and public comments
on the model can affect the outcome of the legal challenge.

The documentation should include a clear explanation of the model’s relationship to the scenario of the
particular application. This explanation should describe the limitations of the available information when
applied to other scenarios. Disclosure about the state of science used in a model and future plans to
update the model can help establish a record of reasoned, evidence-based application to inform
decisions. For example, EPA successfully defended a challenge to a model used in its TMDL program
when it explained that it was basing its decision on the best available scientific information and that it
intended to refine its model as better information surfaced.’

When a court reviews EPA modeling decisions, they generally give some deference to EPA’s technical
expertise, unless it is without substantial basis in fact. As discussed in Section 4.2.3 regarding
corroboration, deviations from empirical observations are to be expected. In substantive legal disputes,
the courts generally examine the record supporting EPA’s decisions for justification as to why the model
was reasonable.® The record should contain not only model development, evaluation, and application but
also the Agency’s responses to comments on the model raised during peer review and the public
process. The organization of this guidance document offers a general outline for model documentation.
Box 11 provides a more detailed outline. These elements are adapted from EPA Region 10’s standard
practices for modeling projects.

" Natural Resources Defense Council v. Muszynski, 268 F.3d 91 (2d Cir. 2001).
& American Iron and Steel Inst. v. EPA, 115 F.3d 979 (D.C. Cir. 1997).
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Box 11: Recommended Elements for Model Documentation

. Management Objectives
Scope of problem
Technical objectives that result from management objectives
Level of analysis needed
Level of confidence needed

=R oE-

. Conceptual Model
System boundaries (spatial and temporal domain)
Important time and length scales
Key processes
System characteristics
Source description
Available data sources (quality and quantity)
Data gaps
Data collection programs (quality and quantity)
Mathematical model
Important assumptions

= E E E E ®E E EHE EH EH|N)

. Choice of Technical Approach
Rationale for approach in context of management objectives and conceptual model
Reliability and acceptability of approach
Important assumptions

= o= oE|W

4. Parameter Estimation

= Data used for parameter estimation

Rationale for estimates in the absence of data
Reliability of parameter estimates

. Uncertainty/Error
Error/uncertainty in inputs, initial conditions, and boundary conditions
Error/uncertainty in pollutant loadings
Error/uncertainty in specification of environment
Structural errors in methodology (e.qg., effects of aggregation or simplification)

= = = =]

. Results
Tables of all parameter values used for analysis
Tables or graphs of all results used in support of management objectives or conclusions
Accuracy of results

LI B W (o))

7. Conclusions of analysis in relationship to management objectives

8. Recommendations for additional analysis, if necessary

Note: The QA project plan for models (EPA 2002b) includes a documentation and records component that also
describes the types of records and level of detailed documentation to be kept depending on the scope and magnitude
of the project.

5.2.2 Effective Communication
The modeling process should effectively communicate uncertainty to anyone interested in the model
results. All technical information should be documented in a manner that decision makers and
stakeholders can readily interpret and understand. Recommendations for improving clarity, adapted from

the Risk Characterization Handbook (EPA 2000d), include the following:

= Be as brief as possible while still providing all necessary details.
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= Use plain language that modelers, policy makers, and the informed lay person can understand.

= Avoid jargon and excessively technical language. Define specialized terms upon first use.

= Provide the model equations.

= Use clear and appropriate methods to efficiently display mathematical relationships.

= Describe quantitative outputs clearly.

= Use understandable tables and graphics to present technical data (see Morgan and Henrion, 1990,
for suggestions).

The conclusions and other key points of the modeling project should be clearly communicated. The
challenge is to characterize these essentials for decision makers, while also providing them with more
detailed information about the modeling process and its limitations. Decision makers should have
sufficient insight into the model framework and its underlying assumptions to be able to apply model
results appropriately. This is consistent with QA planning practices that assert that all technical reports
must discuss the data quality and any limitations with respect to their intended use (EPA 2000e).

5.3 Application of Multiple Models

As mentioned in earlier chapters, multiple models sometimes apply to a certain decision making need; for
example, several air quality models, each with its own strengths and weaknesses, might be applied for
regulatory purposes. In other situations, stakeholders may use alternative models (developed by industry
and academic researchers) to produce alternative risk assessments (e.g., CARES pesticide exposure
model developed by industry). One approach to address this issue is to use multiple models of varying
complexities to simulate the same phenomena (NRC 2007). This may provide insight into how sensitive
the results are to different modeling choices and how much trust to put in the results from any one model.
Experience has shown that running multiple models can increase confidence in the model results (Manno
et al. 2008) (see Box 8 in Chapter 4 for an example). However, resource limitations or regulatory time
constraints may limit the capacity to fully evaluate all possible models.

5.4 Model Post-Audit

Due to time complexity, constraints, scarcity of resources, and/or lack of scientific understanding,
technical decisions are often based on incomplete information and imperfect models. Further, even if
model developers strive to use the best science available, scientific knowledge and understanding are
continually advancing. Given this reality, decision makers should use model results in the context of an
iterative, ever-improving process of continuous model refinement to demonstrate the accountability of
model-based decisions. This process includes conducting model post-audits to assess and improve a
model and its ability to provide valuable predictions for management decisions. Whereas corroboration
(discussed in Section 4.2.3.2) demonstrates the degree to which a model corresponds to past system
behavior, a model post-audit assesses its ability to model future conditions (Anderson and Woessner
1992).

A model post-audit involves monitoring the modeled system, after implementing a remedial or
management action, to determine whether the actual system response concurs with that predicted by the
model. Post-auditing of all models is not feasible due to resource constraints, but targeted audits of
commonly used models may provide valuable information for improving model frameworks and/or model
parameter estimates. In its review of the TMDL program, the NRC recommended that EPA implement
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this approach by selectively targeting “some post-implementation TMDL compliance monitoring for
verification data collection to assess model prediction error” (NRC 2001). The post-audit should also
evaluate how effectively the model development and use process engaged decision makers and other
stakeholders (Manno et al. 2008).
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Appendix A: Glossary of Frequently Used Terms

Accuracy: The closeness of a measured or computed value to its “true” value, where the “true” value is
obtained with perfect information. Due to the natural heterogeneity and stochasticity of many
environmental systems, this “true” value exists as a distribution rather than a discrete value. In these
cases, the “true” value will be a function of spatial and temporal aggregation.

Algorithm: A precise rule (or set of rules) for solving some problem.

Analytical model: A model that can be solved mathematically in terms of analytical functions. For
example, some models that are based on relatively simple differential equations can be solved
analytically by combinations of polynomials, exponential, trigonometric, or other familiar functions.

Applicability and utility: One of EPA’s five assessment factors (see definition) that describes the extent
to which the information is relevant for the Agency'’s intended use (EPA 2003b).

Application niche: The set of conditions under which the use of a model is scientifically defensible. The
identification of application niche is a key step during model development. Peer review should include an
evaluation of application niche. An explicit statement of application niche helps decision makers
understand the limitations of the scientific basis of the model (EPA 1993).

Application niche uncertainty: Uncertainty as to the appropriateness of a model for use under a
specific set of conditions (see “application niche”).

Assessment factors: Considerations recommended by EPA for evaluating the quality and relevance of
scientific and technical information. The five assessment factors are soundness, applicability and utility,
clarity and completeness, uncertainty and variability, and evaluation and review (EPA 2003b).

Bias: Systemic deviation between a measured (i.e., observed) or computed value and its “true” value.
Bias is affected by faulty instrument calibration and other measurement errors, systemic errors during
data collection, and sampling errors such as incomplete spatial randomization during the design of
sampling programs.

Boundaries: The spatial and temporal conditions and practical constraints under which environmental
data are collected. Boundaries specify the area or volume (spatial boundary) and the time period
(temporal boundary) to which a model application will apply (EPA 2000a).

Boundary conditions: Sets of values for state variables and their rates along problem domain
boundaries, sufficient to determine the state of the system within the problem domain.

Calibration: The process of adjusting model parameters within physically defensible ranges until the
resulting predictions give the best possible fit to the observed data (EPA 1994b). In some disciplines,

calibration is also referred to as “parameter estimation” (Beck et al. 1994).

Checks: Specific tests in a quality assurance plan that are used to evaluate whether the specifications
(performance criteria) for the project developed at its onset have been met.
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Clarity and completeness: One of EPA’s five assessment factors (see definition) that describes the
degree of clarity and completeness with which the data, assumptions, methods, quality assurance,
sponsoring organizations, and analyses employed to generate the information are documented (EPA
2003b).

Class (see “object-oriented platform™): A set of objects that share a common structure and behavior.
The structure of a class is determined by the class variables, which represent the state of an object of that
class; the behavior is given by the set of methods associated with the class (Booch 1994).

Code: Instructions, written in the syntax of a computer language, that provide the computer with a logical
process. “Code” can also refer to a computer program or subset. The term “code” describes the fact that
computer languages use a different vocabulary and syntax than algorithms that may be written in
standard language.

Code verification: Examination of the algorithms and numerical technique in the computer code to
ascertain that they truly represent the conceptual model and that there are no inherent numerical
problems with obtaining a solution (Beck et al. 1994).

Complexity: The opposite of simplicity. Complex systems tend to have a large number of variables,
multiple parts, and mathematical equations of a higher order, and to be more difficult to solve. Used to
describe computer models, “complexity” generally refers to the level in difficulty in solving mathematically
posed problems as measured by the time, number of steps or arithmetic operations, or memory space
required (called time complexity, computational complexity, and space complexity, respectively).

Computational models: Models that use measurable variables, numerical inputs, and mathematical
relationships to produce quantitative outputs.

Conceptual basis: An underlying scientific foundation of model algorithms or governing equations. The
conceptual basis for a model is either empirical (based on statistical relationships between observations)
or mechanistic (process-based) or a combination. See definitions for “empirical model” and “mechanistic
model.”

Conceptual model: A hypothesis regarding the important factors that govern the behavior of an object
or process of interest. This can be an interpretation or working description of the characteristics and
dynamics of a physical system (EPA 1994b).

Confounding error: An error induced by unrecognized effects from variables that are not included in the
model. The unrecognized, uncharacterized nature of these errors makes them more difficult to describe

and account for in statistical analysis of uncertainty (Small and Fishbeck 1999).

Constant: A fixed value (e.g., the speed of light, the gravitational force) representing known physical,
biological, or ecological activities.
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Corroboration (model): Quantitative and qualitative methods for evaluating the degree to which a model
corresponds to reality. In some disciplines, this process has been referred to as validation. In general,
the term “corroboration” is preferred because it implies a claim of usefulness and not truth.

Data uncertainty: Uncertainty (see definition) that is caused by measurement errors, analytical
imprecision, and limited sample sizes during the collection and treatment of data. Data uncertainty, in
contrast to variability (see definition), is the component of total uncertainty that is “reducible” through
further study.

Debugging: The identification and removal of bugs from computer code. Bugs are errors in computer
code that range from typos to misuse of concepts and equations.

Deterministic model: A model that provides a solution for the state variables rather than a set of
probabilistic outcomes. Because this type of model does not explicitly simulate the effects of data
uncertainty or variability, changes in model outputs are solely due to changes in model components or in
the boundary conditions or initial conditions.

Domain (spatial and temporal): The spatial and temporal domains of a model cover the extent and
resolution with respect to space and time for which the model has been developed and over which it
should be evaluated.

Domain boundaries (spatial and temporal): The limits of space and time that bound a model’'s domain
and are specified within the boundary conditions (see “boundary conditions”).

Dynamic model: A model providing the time-varying behavior of the state variables.

Empirical model: A model whose structure is determined by the observed relationship among
experimental data (Suter 1993). These models can be used to develop relationships that are useful for
forecasting and describing trends in behavior, but they are not necessarily mechanistically relevant.

Environmental data: Information collected directly from measurements, produced from models, and
compiled from other sources such as databases and literature (EPA 2002a).

Evaluation and review: One of EPA’s five assessment factors (see definition) that describes the extent
of independent verification, validation, and peer review of the information or of the procedures, measures,
methods, or models (EPA 2003b).

Expert elicitation: A systematic process for quantifying, typically in probabilistic terms, expert judgments
about uncertain quantities. Expert elicitation can be used to characterize uncertainty and fill data gaps
where traditional scientific research is not feasible or data are not yet available. Typically, the necessary
guantities are obtained through structured interviews and/or questionnaires. Procedural steps can be
used to minimize the effects of heuristics and bias in expert judgments.

Extrapolation: Extrapolation is a process that uses assumptions about fundamental causes underlying
the observed phenomena in order to project beyond the range of the data. In general, extrapolation is not
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considered a reliable process for prediction; however, there are situations where it may be necessary and
useful.

False negative: Also known as a false acceptance decision errors, a false negative occurs when the null
hypothesis or baseline condition cannot be rejected based on the available sample data. The decision is
made assuming the baseline condition is true when in reality it is false (EPA 2000a).

False positive: Also known as a false rejection decision error, a false positive occurs when the null
hypothesis or baseline condition is incorrectly rejected based on the sample data. The decision is made
assuming the alternate condition or hypothesis to be true when in reality it is false (EPA 2000a).

Forcing/driving variable: An external or exogenous (from outside the model framework) factor that
influences the state variables calculated within the model. Such variables include, for example, climatic
or environmental conditions (temperature, wind flow, oceanic circulation, etc.).

Forms (models): Models can be represented and solved in different forms, including analytic, stochastic,
and simulation.

Function: A mathematical relationship between variables.

Graded approach: The process of basing the level of application of managerial controls to an item or
work on the intended use of results and degree of confidence needed in the results (EPA 2002b).

Integrity: One of three main components of quality in EPA’s Information Quality Guidelines. “Integrity”
refers to the protection of information from unauthorized access or revision to ensure that it is not
compromised through corruption or falsification (EPA 2002a).

Intrinsic variation: The variability (see definition) or inherent randomness in the real-world processes.
Loading: The rate of release of a constituent of interest to a particular receiving medium.

Measurement error: An error in the observed data caused by human or instrumental error during
collection. Such errors can be independent or random. When a persistent bias or mis-calibration is
present in the measurement device, measurement errors may be correlated among observations (Small
and Fishbeck 1999). In some disciplines, measurement error may be referred to as observation error.

Mechanistic model: A model whose structure explicitly represents an understanding of physical,
chemical, and/or biological processes. Mechanistic models quantitatively describe the relationship
between some phenomenon and underlying first principles of cause. Hence, in theory, they are useful for
inferring solutions outside the domain in which the initial data were collected and used to parameterize
the mechanisms.

Mode (of a model): The manner in which a model operates. Models can be designed to represent

phenomena in different modes. Prognostic (or predictive) models are designed to forecast outcomes and
future events, while diagnostic models work “backwards” to assess causes and precursor conditions.
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Model: A simplification of reality that is constructed to gain insights into select attributes of a physical,
biological, economic, or social system. A formal representation of the behavior of system processes,
often in mathematical or statistical terms. The basis can also be physical or conceptual (NRC 2007).

Model coding: The process of translating the mathematical equations that constitute the model
framework into a functioning computer program.

Model evaluation: The process used to generate information to determine whether a model and its
results are of a quality sufficient to serve as the basis for a regulatory decision.

Model framework: The system of governing equations, parameterization, and data structures that make
up the mathematical model. The model framework is a formal mathematical specification of the concepts
and procedures of the conceptual model consisting of generalized algorithms (computer code/software)
for different site- or problem-specific simulations (EPA 1994b).

Model framework uncertainty: The uncertainty in the underlying science and algorithms of a model.
Model framework uncertainty is the result of incomplete scientific data or lack of knowledge about the
factors that control the behavior of the system being modeled. Model framework uncertainty can also be
the result of simplifications necessary to translate the conceptual model into mathematical terms.

Module: An independent or self-contained component of a model, which is used in combination with
other components and forms part of one or more larger programs.

Noise: Inherent variability that the model does not characterize (see definition for variability).

Objectivity: One of three main components of quality in EPA’s Information Quality Guidelines. It
includes whether disseminated information is being presented in an accurate, clear, complete and
unbiased manner. In addition, objectivity involves a focus on ascertaining accurate, reliable, and unbiased

information (EPA 2002a).

Object-oriented platform: A type of user interface that models systems using a collection of cooperating
“objects.” These objects are treated as instances of a class within a class hierarchy

Parameters: Terms in the model that are fixed during a model run or simulation but can be changed in
different runs as a method for conducting sensitivity analysis or to achieve calibration goals.

Parameter uncertainty: Uncertainty (see definition) related to parameter values.

Parametric variation: When the value of a parameter itself is not a constant and includes natural
variability. Consequently, the parameter should be described as a distribution (Shelly et al. 2000).

Perfect information: The state of information where in which there is no uncertainty. The current and

future values for all parameters are known with certainty. The state of perfect information includes
knowledge about the values of parameters with natural variability.

45



Precision: The quality of being reproducible in amount or performance. With models and other forms of
guantitative information, “precision” refers specifically to the number of decimal places to which a number
is computed as a measure of the “preciseness” or “exactness” with which a number is computed.

Probability density function: Mathematical, graphical, or tabular expression of the relative likelihoods
with which an unknown or variable quantity may take various values. The sum (or integral) of all
likelihoods equals 1 for discrete (continous) random variables (Cullen and Frey 1999). These
distributions arise from the fundamental properties of the quantities we are attempting to represent. For
example, quantities formed from adding many uncertain parameters tend to be normally distributed, and
guantities formed from multiplying uncertain quantities tend to be lognormal (Morgan and Henrion 1990).

Program (computer): A set of instructions, written in the syntax of a computer language, that provide
the computer with a step-by-step logical process. Computer programs are also referred to as code.

Qualitative assessment: Some of the uncertainty in model predictions may arise from sources whose
uncertainty cannot be quantified. Examples are uncertainties about the theory underlying the model, the
manner in which that theory is mathematically expressed to represent the environmental components,
and the theory being modeled. The subjective evaluations of experts may be needed to determine
appropriate values for model parameters and inputs that cannot be directly observed or measured (e.g.,
air emissions estimates). Qualitative corroboration activities may involve the elicitation of expert judgment
on the true behavior of the system and agreement with model-forecasted behavior.

Quality: A broad term that includes notions of integrity, utility, and objectivity (EPA 2002a).

Quantitative assessment: The uncertainty in some sources — such as some model parameters and
some input data — can be estimated through quantitative assessments involving statistical uncertainty
and sensitivity analyses. In addition, comparisons can be made for the special purpose of quantitatively
describing the differences to be expected between model estimates of current conditions and comparable
field observations.

Reducible uncertainty: Uncertainty in models that can be minimized or even eliminated with further
study and additional data (EPA 1997). See “data uncertainty.”

Quality: A broad term that includes notions of integrity, utility, and objectivity (USEPA 2002a).
Reducible Uncertainty: Uncertainty in models that can be minimized or even eliminated with further study
and additional data (USEPA 1997). See data uncertainty.

Reliability: The confidence that (potential) users have in a model and in the information derived from the
model such that they are willing to use the model and the derived information (Sargent 2000).
Specifically, reliability is a function of the performance record of a model and its conformance to best
available, practicable science.

Response surface: A theoretical multi-dimensional “surface” that describes the response of a model to
changes in its parameter values. A response surface is also known as a sensitivity surface.
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Robustness: The capacity of a model to perform well across the full range of environmental conditions
for which it was designed.

Screening model: A type of model designed to provide a “conservative” or risk-averse answer.
Screening models can be used with limited information and are conservative, and in some cases they can
be used in lieu of refined models, even when time or resources are not limited.

Sensitivity:  The degree to which the model outputs are affected by changes in selected input
parameters (Beck et al. 1994).

Sensitivity analysis: The computation of the effect of changes in input values or assumptions (including
boundaries and model functional form) on the outputs (Morgan and Henrion 1990); the study of how
uncertainty in a model output can be systematically apportioned to different sources of uncertainty in the
model input (Saltelli et al. 2000a). By investigating the “relative sensitivity” of model parameters, a user
can become knowledgeable of the relative importance of parameters in the model.

Simulation model: A model that represents the development of a solution by incremental steps through
the model domain. Simulations are often used to obtain solutions for models that are too complex to be
solved analytically. For most situations, where a differential equation is being approximated, the
simulation model will use finite time step (or spatial step) to “simulate” changes in state variables over
time (or space).

Soundness: One of EPA’s five assessment factors (see definition) that describes the extent to which the
scientific and technical procedures, measures, methods, or models employed to generate the information
are reasonable for and consistent with the intended application (EPA 2003b).

Specifications: Acceptance criteria set at the onset of a quality assurance plan that help to determine if
the intended objectives of the project have been met. Specifications are evaluated using a series of
associated checks (see definition).

State variables: The dependent variables calculated within a model, which are also often the
performance indicators of the models that change over the simulation.

Statistical model: A model built using observations within a probabilistic framework. Statistical models
include simple linear or multivariate regression models obtained by fitting observational data to a
mathematical function.

Steady-state model: A model providing the long-term or time-averaged behavior of the state variables.

Stochasticity: Fluctuations in ecological processes that are due to natural variability and inherent
randomness.

Stochastic model: A model that includes variability (see definition) in model parameters. This variability
is a function of changing environmental conditions, spatial and temporal aggregation within the model
framework, and random variability. The solution obtained by the model or output is therefore a function of
model components and random variability.
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Transparency: The clarity and completeness with which data, assumptions, and methods of analysis
are documented. Experimental replication is possible when information about modeling processes is
properly and adequately communicated (EPA 2002a).

Uncertainty: The term used in this document to describe lack of knowledge about models, parameters,
constants, data, and beliefs. There are many sources of uncertainty, including the science underlying a
model, uncertainty in model parameters and input data, observation error, and code uncertainty.
Additional study and collecting more information allows error that stems from uncertainty to be
minimized/reduced (or eliminated). In contrast, variability (see definition) is irreducible but can be better
characterized or represented with further study (EPA 2002b, Shelly et al. 2000).

Uncertainty analysis: Investigation of the effects of lack of knowledge or potential errors on the model
(e.g, the “uncertainty” associated with parameter values). When combined with sensitivity analysis (see
definition), uncertainty analysis allows a model user to be more informed about the confidence that can
be placed in model results.

Uncertainty and variability: One of EPA’s five assessment factors (see definition) that describes the
extent to which the variability and uncertainty (quantitative and qualitative) in the information or in the
procedures, measures, methods, or models are evaluated and characterized (EPA 2003b).

Utility: One of three main components of quality in EPA’s Information Quality Guidelines. “Utility” refers
to the usefulness of the information to the intended users (EPA 2002a).

Variable: A measured or estimated quantity that describes an object or can be observed in a system and
that is subject to change.

Variability: Observed differences attributable to true heterogeneity or diversity. Variability is the result of
natural random processes and is usually not reducible by further measurement or study (although it can
be better characterized) (EPA 1997).

Verification (code): Examination of the algorithms and numerical technique in the computer code to

ascertain that they truly represent the conceptual model and that there are no inherent numerical
problems with obtaining a solution (Beck et al 1994).
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Appendix B: Categories of Environmental Regulatory Models

This section is taken from Appendix C of the NRC report Models in Environmental Regulatory Decision
Making.

Models can be categorized according to their fit into a continuum of processes that translate human
activities and natural systems interactions into human health and environmental impacts. The categories
of models that are integral to environmental regulation include human activity models, natural systems
models, emissions models, fate and transport models, exposure models, human health and
environmental response models, economic impact models, and nhoneconomic impact models. Examples
of models in each of these categories are discussed below.

HUMAN ACTIVITY MODELS

Anthropogenic emissions to the environment are inherently linked to human activities. Activity models

simulate the human activities and behaviors that result in pollutants. In the environmental regulatory

modeling arena, examples of modeled activities are the following:

= Demographic information, such as the magnitude, distribution, and dynamics of human populations,
ranging from national growth projections to local travel activity patterns on the order of hours.

= Economic activity, such as the macroeconomic estimates of national economic production and
income, final demands for aggregate industrial sectors, prices, international trade, interest rates, and
financial flows.

= Human consumption of resources, such as gasoline or feed, may be translated into pollutant
releases, such as nitrogen oxides or nutrients. Human food consumption is also used to estimate
exposure to pollutants such as pesticides. Resource consumption in dollar terms may be used to
assess economic impacts.

= Distribution and characteristics of land use are used to assess habitat, impacts on the hydrogeologic
cycle and runoff, and biogenic pollutant releases.

Model Type Use Additional Information
TRANSCAD, Travel demand Develops estimation of motor vehicle miles traveled http://www.caliper.com/tcvo
TRANSPLAN, | forecasting for use in estimating vehicle emissions. Can be u.htm

MINUTP models combined with geographic information systems

(GIS) for providing spatial and temporal distribution
of motor vehicle activity.

DRI Forecasts Model can forecast over 1,200 economic concepts EIA 1993
national including aggregate supply, demand, prices,
economic incomes, international trade, interest rates, etc. The
indicators eight sectors of the model are: domestic spending,

domestic income, tax sector, prices, financial,
international trade, expectations, and aggregate

supply.
E-GAS National and Emissions growth factors for various sector for Young et al. 1994
regional estimating volatile organic compounds, nitrogen
economic activity | oxides, and carbon monoxide emissions.
model
YIELD Crop-growth Predicts temporal and spatial crop yield. Hayes et al. 1982
yield model

NATURAL SYSTEMS PROCESS AND EMISSIONS MODELS
Natural systems process and emissions models simulate the dynamics of ecosystems that directly or
indirectly give rise to fluxes of nutrients and other environmental emissions.
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Model Type Use Additional Information
Marine Pilot-scale Simulates plot-level photosynthesis and nitrogen http://ecosystems.mbl.edu/
Biological nutrient cycling uptake by plants, allocation of carbon and nitrogen Research/Models/gem/wel
Laboratory of carbon and to foliage, stems, and fine roots, respiration in these come.html
General nitrogen tissues, turnover of biomass through litter fall, and
Ecosystem decomposition of litter and soil organic matter.
Model (MBL-
GEM)
BEIS Natural Simulates nitric oxide emissions from soils and http://www.epa.gov/asmdn
emissions of volatile organic compound emissions from erl/biogen.html
volatile organic vegetation. Input to grid models for NAAQS
compounds attainment (CAA)
Natural Natural Models methane and nitrous oxide emissions from http://web.mit.edu/globalch
Emissions emissions of the terrestrial biosphere to atmosphere. ange/www/tem.html#nem
Model methane and
nitrous oxide

EMISSIONS MODELS
These models estimate the rate or the amount of pollutant emissions to water bodies and
atmosphere. The outputs of emission models are used to generate inventories of pollutant releases that
can then serve as an input to fate and transport models.

the

Model Type Use Additional Information
PLOAD Releases to GIS bulk loading model providing annual pollutant http://www.epa.gov/ost/basi
water bodies loads to waterbodies. Conducts simplified analyses ns
of sediment issues, including a bank erosion hazard
index.
SPARROW Releases to Relates nutrient sources and watershed http://water.usgs.gov/nawq
water bodies characteristics to total nitrogen. Predicts a/sparrow
contaminant flux, concentration, and yield in
streams. Provides empirical estimates (including
uncertainties) of the fate of contaminants in streams.
MOBILE Releases to air Factors and activities for anthropogenic emissions http://lwww.epa.gov/
MOVES from mobile sources. Estimates current and future otag/m6.htm
NONROAD emissions (hydrocarbons, carbon monoxide,
nitrogen oxides, particulate matter, hazardous air http://lwww.epa.gov/
pollutants, and carbon dioxide) from highway motor otag/nonrdmdl.htm
vehicles. Model used to evaluate mobile source
control strategies, control strategies for state EPA 2004, EPA 2005a,
implementation plans, and for developing Glover and Cumberworth
environmental impact statements, in addition to 2003
other research.

FATE AND TRANSPORT MODELS

Fate and transport models calculate the movement of pollutants in the environment. A large number of
EPA models fall into this category. They are further categorized into the transport media they represent:
subsurface, air, and surface water. In each medium, there are a range of models with respect to their
complexity, where the level of complexity is a function of the following:

=  The number of physical and chemical processes considered.

= The mathematical representation of those processes and their numerical solution.

= The spatial and temporal scales over which the processes are modeled.

Even though some fate and transport models can be statistical models, the majority is mechanistic (also

referred to as process-based models). Such models simulate individual components in the system and
the mathematical relationships among the components. Fate and transport model output has traditionally
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been deterministic, although recent focus on uncertainty and variability has led to some probabilistic
models.

Subsurface Models

Subsurface transport is governed by the heterogeneous nature of the ground, the degree of saturation of
the subsurface, as well as the chemical and physical properties of the pollutants of interest. Such models
are used to assess the extent of toxic substance spills. They can also assess the fate of contaminants in
sediments. The array of subsurface models is tailored to particular application objectives, for example,
assessing the fate of contaminants leaking from underground gasoline storage tanks or leaching from
landfills. Models are used extensively for site-specific risk assessments; for example, to determine
pollutant concentrations in drinking-water sources. The majority of models simulate liquid pollutants;

however, some simulate gas transport in the subsurface.

Model Type Use Additional Information
MODFLOW 3D finite Risk Assessments (RBCA) Superfund Remediation http://water.usgs.gov/
difference for (CERCLA). Modular three-dimensional model that nrp/gwsoftware/
ground water simulates ground water flow. Model can be used to modflow2000/
transport support groundwater management activities. modflow2000.html
Prudic et al. 2004,
Wilson and Naff 2004
PRzM Hydrogeological Pesticide leaching into the soil and root zone of http://www.epa.gov/
plants (FIFRA). Estimates pesticide and nitrogen ceampubl/products.htm
fate in the crop zone root and can simulate soil
temperature, volatilization and vapor phase transport | EPA 2005b
in soil, irrigation, and microbial transformation.
BIOPLUME Two-dimensional | Simulates organic contaminants in groundwater due | http://www.epa.gov/ada/
finite difference to natural processes of dispersion, advection, csmos/models.html
and Method of sorption, and biodegradation. Simulates aerobic and
Characteristics anaerobic biodegradation reactions. EPA 1998
(MOC) model

Surface Water Quality Models

Surface water quality models are often related to, or are variations of, hydrological models. The latter are
designed to predict flows in water bodies and runoff from precipitation, both of which govern the transport
of aqueous contaminants. Of particular interest in some water quality models is the mixing of
contaminants as a function of time and space, for example, following a point-source discharge into a river.
Other features of these models are the biological, chemical, and physical removal mechanisms of
contaminants, such as degradation, oxidation, and deposition, as well as the distribution of the

contaminants between the aqueous phase and organisms.

Model Type Use Additional Information

HSPF Combined Total maximum daily load determinations http://www.epa.gov/
watershed TMDL (CWA). Watershed model simulating nonpoint | ceampubl/swater/hspf/
hydrology and pollutant load and runoff, fate and transport
water quality processes in streams.

WASP Compartment Supports management decisions by predicting water | http://www.epa.gov/
modeling for quality responses to pollutants in aquatic systems. athens/wwaqtsc/html/
aquatic systems Multicompartment model that examines both the wasp.html

water column and underlying benthos.
Brown 1986, Brown and
Barnwell 1987

QUAL2E Steady-state and | Stream water quality model used as a planning tool http://www3.bae.ncsu.
guasi-dynamic for developing TMDLs. The model can simulate edu/ Regional-
water quality nutrient cycles, benthic and carbonaceous demand, Bulletins/Modeling-
model algal production, among other parameters. Bulletin/qual2e.html
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Brown 1986, Brown and
Barnwell 1987

Air Quality Models

The fate of gaseous and solid particle pollutants in the atmosphere is a function of meteorology,
temperature, relative humidity, other pollutants, and sunlight intensity, among other things. Models that
simulate concentrations in air have one of three general designs: plume models, grid models, and
receptor models. Plume models are used widely for permitting under requirements to assess the impacts
of large new or modified emissions sources on air quality or to assess air toxics (HAPS) concentrations
close to sources. Plume models focus on atmosphere dynamics. Grid models are used primarily to
assess concentrations of secondary criteria pollutants (e.g., ozone) in regional airsheds to develop plans
(SIPs) and rules with the objective of attaining ambient air quality standards (NAAQS). Both atmospheric
dynamics and chemistry are important components of 3-D grid models. In contrast to mechanistic plume
and grid models, receptor models are statistical; they determine the statistical contribution of various
sources to pollutant concentrations at a given location based on the relative amounts of pollutants at
source and receptor. Most air quality models are deterministic.

Model Type Use Additional Information
CMAQ 3-D Grid SIP development, NAAQS setting (CAA). The model | http://www.epa.gov/
provides estimates of ozone, particulates, toxics, asmdnerl/CMAQ/
and acid deposition and simulates chemical and index.html
physical properties related to atmospheric trace gas
transformations and distributions. Model has three Byun and Ching 1999

components including, meteorological system, an
emissions model for estimating anthropogenic and
natural emissions, and a chemistry-transport
modeling system.

UAM 3-D Grid Model calculates concentrations of inert and Systems Applications
chemically reactive pollutants and is used to International, Inc., 1999
evaluate air quality, particularly related to ambient
0zone concentrations.

REMSAD 3-D Grid Using simulation of physical and chemical processes | http://www.remsad.com
in the atmosphere that impact pollutant
concentrations, model calculates concentration of ICF Consulting 2005
inert and chemically reactive pollutants.

ICSC Plume PSD permitting; toxics exposure (CAA, TSCA).

CALPUFF Non-steady-state air quality dispersion model that
simulates long range transport of pollutants.

CMB Receptor Relative contributions of sources. Receptor model http://www.epa.gov/scra
used for air resource management purposes. mO01/receptor_cmb.htm

Coulter 2004

EXPOSURE MODELS

The primary objective of exposure models is to estimate the dose of pollutant which humans or animals
are exposed to via inhalation, ingestion and/or dermal uptake. These models bridge the gap between
concentrations of pollutants in the environment and the doses humans receive based on their activity.
Pharmacokinetic models take this one step further and estimate dose to tissues in the body. Since
exposure is inherently tied to behavior, exposure models may also simulate activity, for example a model
that estimates dietary consumption of pollutants. In addition to the Lifeline model described below, other
examples of models that estimate dietary exposure to pesticides include Calendex and CARES. These
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models can be either deterministic or probabilistic, but are well-suited for probabilistic methods due to the
variability of activity within a population.

Model Type Use Additional Information
Lifeline Diet, water and Aggregate dose of pesticide via multiple pathways http://www.thelifeline
dermal of single group.org
chemical
Lifeline Group, Inc.
2006
IEUBK Multipathway, Dose of lead to children’s blood via multiple http://www.epa.gov/
single chemical pathways. Estimates exposure from lead in media superfund/programs/
(air, water, soil, dust, diet, and paint and other lead/products.htm

sources) using pharmacokinetic models to predict
blood lead levels in children 6 months to 7 years old. | EPA 1994
The model can be used as a tool for the

determination of site-specific cleanup levels.

Air Pollutants Inhalation Simulates an individual's exposure to an air pollutant | http://www.epa.gov/ttn/
Exposure exposure model and their movement through space and time in fera/human_apex.html
Model (APEX) indoor or outdoor environments. Provides dose

estimates and summary exposure information for Richmond et al. 2001

each individual.

HUMAN HEALTH AND ENVIRONMENT RESPONSE MODELS

Human Health Effects Models

Health effects models provide a statistical relationship between a dose of a chemical and an adverse
human health effect. Health effects models are statistical methods, hence models in this category are
almost exclusively empirical. They can be further classified as toxicological and epidemiological. The
former refer to models derived from observations in controlled experiments, usually with nonhuman
subjects. The latter refer to models derived from observations over large populations. Health models use
statistical methods and assumptions that ultimately assume cause and effect. Included in this category
are models that extrapolate information from non-human subject experiments. Also, physiologically based
pharmacokinetic models can help predict human toxicity to contaminants through mathematical modeling
of absorption, distribution, storage, metabolism, and excretion of toxicants. The output from health
models is almost always a dose, such as a safe level (for example, reference dose [RfD]), a cancer
potency index (CPI), or an expected health end point (for example, lethal dose for 50% of the population
(LD50) or number of asthma cases). There also exist model applications that facilitate the use of the
statistical methods.

Model Type Use Additional Information

Benchmark Software tool for | To estimate risk of pollutant exposure. Models fit to http://cfpub.epa.gov/

dose model applying a dose-response data to determine a benchmark dose | ncea/cfm/recordisplay.
variety of that is associated with a particular benchmark cfm?deid=20167

statistical models | response.
to analyze dose-
response data

Linear Statistical To estimate the risk posed by carcinogenic EPA 2000
Cancer analysis pollutants
model method

Ecological Effects Models
Ecological effects models, like human health effects models, define relationships between a level of
pollutant exposure and a particular ecological indicator. Many ecological effects models simulate aquatic
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environments, and ecological indicators are related directly to environmental concentrations. Examples
of ecological effects indicators that have been modeled are: algae blooms, BOD, fish populations, crop

yields, coast line erosion, lake acidity, and soil salinity.

Model Type Use Additional Information
AQUATOX Integrated Ecosystem model that predicts the environmental http://www.epa.gov/
fate and fate of chemicals in aquatic ecosystems, as well as waterscience/models/
effects of direct and indirect effects on the resident organisms. | aquatox/
pollutants in Potential applications to management decisions
aquatic include water quality criteria and standards, TMDLs, Hawkins 2005,
environment and ecological risk assessments of aquatic systems. | Rashleigh 2007
BASS Simulates Models dynamic chemical bioconcentration of http://www.epa.gov/
fish organic pollutants and metals in fish. Estimates are athens/research/
populations being used for ecological risks to fish in addition to modeling/bass.html
exposed to realistic dietary exposures to humans and wildlife.
pollutants
(mechanistic
SERAFM Steady-state Predicts total mercury concentrations in fish and http://www.epa.gov/
modeling speciated mercury concentrations in water and ceampubl/swater/
system used sediments. serafm/index.htm
to predict
mercury Knightes 2005
concentration
in wildlife
PATCH Movement of Provides population estimates of territorial terrestrial | http://www.epa.gov/
invertebrates vertebrate species over time, in addition to survival wed/pages/models/
in their and fecundity rates, and orientation of breeding patch/patchmain.htm
habitat sites.
Determine ecological effects of regulation. Lawler et al. 2006

ECONOMIC IMPACT MODELS

This category includes a broad group of models that are used in many different aspects of EPA’s
activities including: rulemaking (regulatory impact assessments), priority setting, enforcement, and
retrospective analyses. Models that produce a dollar value as output belong in this category. Models can
be divided into cost models, which may include or exclude behavior responses, and benefit models. The
former incorporate economic theory on how markets (supply, demand, and pricing) will respond as a
result of an action. Economic models are traditionally deterministic, though there is a trend toward

greater use of uncertainty methods in cost-benefit analysis.

Model Type Use Additional Information
ABEL Micro Economic Assess a single firm’s ability to pay compliance costs | http://iaspub.epa.gov/
or fees. Estimates claims from defendants that they edr/edr_proc_qry.
cannot afford to pay for compliance, clean-up or civil | navigate?P_LIST_
penalties using information from tax return data and OPTION_CD=CSDIS&
cash-flow analysis. P_REG_AUTH_
Used for settlement negotiations. IDENTIFIER=1&P_
DATA_IDENTIFIER=
90389&P_VERSION=1

Nonroad Macro economic | Multimarket model to analyze how producers and http://www.epa.gov/ttn/

Diesel for impact of the consumers are expected to respond to compliance atw/nsps/cinsps/

Economic nonroad diesel costs associated with the rule. Estimates and ci_nsps_eia_reportfinal

Impact Model emissions stratifies emissions for nonroad equipment. Model forproposal.pdf

(NDEIM) standards rule can be used to inform State Implementation Plans

and regulatory analyses.

BenMAP Noneconomic Model that estimates the health benefits associated http://www.epa.gov/ttne
and with air quality changes by estimating changes in casl/benmodels.html
economic incidences of a wide range of health outcomes and
benefits then placing an economic value on these reduced
from air quality incidences.
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NONECONOMIC IMPACT MODELS

Noneconomic impact models evaluate the effects of contaminants on a variety of noneconomic
parameters, such as on crop yields and buildings. Note that other noneconomic impacts, such as impacts
on human health or ecosystems, are derived from the human health and ecological effects models

discussed previously.

Model Type Use Additional Information
TDM (Travel Model used to Evaluates travel demand management strategies to http://www.fhwa.dot.go
Demand evaluate travel determine vehicle-trip reduction effects. Model used | v/environment/cmageat/
Management) demand to support transit policies including HOV lanes, descriptions_tdm_evalua
management carpooling, telecommuting, and pricing and travel tion_model.htm
strategies subsidies.
CERES- Crop-growth Simulates effects of planting density, weather, water, | http://nowlin.css.msu.ed
Wheat yield model soil, and nitrogen on crop growth, development, and | u/wheat_book/
yield. Predicts management strategies that impact
crop yield.
PHREEQE-A Models effects of | Simulates the effects of acidic solutions on Parkhurst et al. 1990
acidification on carbonate stone.
stone
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APpendix C. Supplementary Material on Quality Assurance
Planning and Protocols

This section consists of a series of text boxes meant to supplement concepts and references made in the
main body of the document. They are not meant as a comprehensive discussion on QA practices, and
each box should be considered as a discrete unit. Individually, the text boxes provide additional
background material for specific sections of the main document. The complete QA manuals for each
subject area discussed in this guidance and referred to below should be consulted for more complete
information on QA planning and protocols.

Box C1: Background on EPA Quality System

The EPA Quality System defined in EPA Order 5360.1 A2, “Policy and Program Requirements for the
Mandatory Agency-Wide Quality System” (EPA 2000e), covers environmental data produced from models
as well as “any measurement or information that environmental processes, location, or conditions;
ecological or health effects and consequences; or the performance of environmental technology.” For
EPA, environmental data include information collected directly from measurements, produced from
models, and compiled from other sources such as databases and literature.

The EPA Quality System is based on an American National Standard, ANSI 1994. Consistent with
minimum specifications of this standard, 86.a.(7) of EPA Order 5360.1 A2 states that EPA organizations
will develop a Quality System that includes “approved” Quality Assurance (QA) Project Plans, or
equivalent documents defined by the Quality Management Plan, for all applicable projects and tasks
involving environmental data with review and approval having been made by the EPA QA Manager (or
authorized representative defined in the Quality Management Plan). The approval of the QA Project Plan
containing the specifications for the product(s) and the checks against those specifications (assessments)
for implementation is an important management control assuring records to avoid fiduciary “waste and
abuse” (Federal Managers’ Financial Integrity Act of 1982° with annual declarations including
conformance to the EPA Quality System). The assessments (including peer review) support the product
acceptance for models and their outputs and approval for use such as supporting environmental
management decisions by answering questions, characterizing environmental processes or conditions,
and direct decision support such as economic analyses (process planned in Group D in the Guidance for
QA Project Plans for Modeling). EPA's policies for QA Project Plans are provided in Chapter 5 of EPA’s
Manual 5360 Al (EPA 2000e), the EPA Quality Manual for Environmental Programs (EPA 2000f) for in-
house modeling, and Requirements for Quality Assurance Project Plans (QA/G5-M) (EPA 2002b) for
modeling done through extramural agreements (e.g., contracts 48 CFR 46, grants and cooperative
agreements 40 CFR 30, 31, and 35). QA requirements must be negotiated and written into Interagency
Agreements if the project is funded by EPA,; if funds are received by EPA, EPA Manual 5360 Al (EPA
2000e) applies.

EPA Order 5360.1 A2 also states that EPA organizations’ Quality Systems must include “use of a
systematic planning approach to develop acceptance or performance criteria for all work covered” and
“assessment of existing data, when used to support Agency decisions or other secondary purposes, to
verify that they are of sufficient quantity and adequate quality for their intended use.”

® Federal Managers Financial Integrity Act of 1982, P.L. 97-255—(H.R. 1526), September 8, 1982.
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Box C2: Configuration Tests Specified in the QA Program

During code verification, the final set of computer code is scrutinized to ensure that the equations are
programmed correctly and that sources of error, such as rounding, are minimal. This process is likely to
be more extensive for new computer code. For existing code, the criteria used for previous verification, if
known, can be described or cited. Any additional criteria specific to the modeling project can be
specified, along with how the criteria were established. Possible departures from the criteria are
discussed, along with how the departures can affect the modeling process.

Software code development inspections: An independent person or group other than the author(s)
examines software requirements, software design, or code to detect faults, programming errors, violations
of development standards, or other problems. All errors found are recorded at the time of inspection, with
later verification that all errors found have been successfully corrected.

Software code performance testing: Software used to compute model predictions is tested to assess
its performance relative to specific response times, computer processing usage, run time, convergence to
solutions, stability of the solution algorithms, absence of terminal failures, and other quantitative aspects
of computer operation.

Testing of model modules: Checks ensure that the computer code for each module is computing
outputs accurately and within any specific time constraints. (Modules are different segments or portions
of the model linked together to obtain the final model prediction.)

Model framework testing: The full model framework is tested as the ultimate level of integration testing
to verify that all project-specific requirements have been implemented as intended.

Integration testing: The computational and transfer interfaces between modules need to allow an
accurate transfer of information from one module to the next, and ensure that uncertainties in one module
are not lost or changed when that information is transferred to the next module. These tests detect
unanticipated interactions between modules and track down their cause(s). (Integration tests should be
designed and applied hierarchically by increasing, as testing proceeds, the number of modules tested and
the subsystem complexity.)

Regression testing: All testing performed on the original version of the module or linked modules is
repeated to detect new “bugs” introduced by changes made in the code to correct a model.

Stress testing (of complex models): This ensures that the maximum load (e.g., real-time data
acquisition and control systems) does not exceed limits. The stress test should attempt to simulate the
maximum input, output, and computational load expected during peak usage. The load can be defined
quantitatively using criteria such as the frequency of inputs and outputs or the number of computations or
disk accesses per unit of time.

Acceptance testing: Certain contractually required testing may be needed before the new model or the
client accepts model application. Specific procedures and the criteria for passing the acceptance test are
listed before the testing is conducted. A stress test and a thorough evaluation of the user interface is a
recommended part of the acceptance test.
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Beta testing of the pre-release hardware/software: Persons outside the project group use the
software as they would in normal operation and record any anomalies they encounter or answer
guestions provided in a testing protocol by the regulatory program. The users report these observations
to the regulatory program or specified developers, who address them before release of the final version.

Reasonableness checks: These checks involve items like order-of-magnitude, unit, and other checks to
ensure that the numbers are in the range of what is expected.

Note: This section is adapted from (EPA 2002b).

Box C3: Quality Assurance Planning Suggestions for Model Calibration Activities

Information related to objectives and acceptance criteria for calibration activities that generally appear at
the beginning of this QA Project Plan element includes the following:

Objectives of model calibration: This includes expected accomplishments of the calibration and how
the predictive quality of the model might be improved as a result of implementing the calibration
procedures.

Acceptance criteria: The specific limits, standards, goodness-of-fit, or other criteria on which a model
will be judged as being properly calibrated (e.g., the percentage difference between reference data values
from the field or laboratory and predicted results from the model). This includes a mention of the types of
data and other information that will be necessary to acquire in order to determine that the model is
properly calibrated (e.g., field data, laboratory data, predictions from other accepted models). In addition
to addressing these questions when establishing acceptance criteria, the QA Project Plan can document
the likely consequences (e.g., incorrect decision making) of selecting data that do not satisfy one or more
of these areas (e.g., are non-representative, are inaccurate), as well as procedures in place to minimize
the likelihood of selecting such data.

Justifying the calibration approach and acceptance criteria: Each time a model is calibrated, it is
potentially altered. Therefore, it is important that the different calibrations, the approaches taken (e.g.,
gualitative versus quantitative), and their acceptance criteria are properly justified. This justification can
refer to the overall quality of the standards being used as a reference or to the quality of the input data
(e.g., whether data are sufficient for statistical tests to achieve desired levels of accuracy).
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Box C4: Definition of Quality

notions of integrity, utility, and objectivity. Integrity refers to the protection of information from
unauthorized access or revision to ensure that it is not compromised through corruption or falsification. In
the context of environmental models, integrity is often most relevant to protection of code from
unauthorized or inappropriate manipulation (see Box 2). Utility refers to the usefulness of the information
to the intended users. The utility of modeling projects is aided by the implementation of a systematic
planning approach that includes the development of acceptance or performance criteria (see Box 1).
Objectivity involves two distinct elements, presentation and substance. Obijectivity includes whether
disseminated information is being presented in an accurate, clear, complete and unbiased manner. It also
involves a focus on ascertaining accurate, reliable, and unbiased information.

EPA's five general assessment factors (EPA 2003b) for evaluating the quality and relevance of scientific
and technical information supporting Agency actions are: soundness, applicability and utility, clarity and
completeness, uncertainty and variability, and evaluation and review. Soundness refers to the extent to
which a model is appropriate for its intended application and is a reasonable representation of reality.
Applicability and utility describe the extent to which the information is relevant and appropriate for the
Agency’s intended use. Clarity and completeness refer to documentation of the data, assumptions,
methods, quality controls, and analysis employed to generate the model outputs. Uncertainty and
variability highlight the extent to which limitations in knowledge and information and natural randomness
in input data and models are evaluated and characterized. Evaluation and review evaluate the extent of
independent application, replication, evaluation, validation, and peer review of the information or of the
procedures, measures, methods, or models employed to generate the information.
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Appendix D: Best Practices for Model Evaluation

D.1 Introduction

This appendix presents a practical guide to the best practices for model evaluation (please see Section
4.1 for descriptions of these practices). These best practices are:

Scientific peer review (Section 4.1.1)

Quality assurance project planning (Section 4.1.2)
Corroboration (Section 4.1.3)

Sensitivity analysis (Section 4.1.3)

Uncertainty analysis (Section 4.1.3)

The objective of model evaluation is to determine whether a model is of sufficient quality to inform a
regulatory decision. For each of these best practices, this appendix provides a conceptual overview for
model evaluation and introduces a suite of “tools” that can be used in partial fulfilment of the best
practice. The appropriate use of these tools is discussed and citations to primary references are
provided. Users are encouraged to obtain more complete information about tools of interest, including
their theoretical basis, details of their computational methods, and the availability of software.

Figure D.1.1 provides an overview of the steps in the modeling process that are discussed in this

guidance. Items in bold in the figure, including peer review, model corroboration, uncertainty analysis,
and sensitivity analysis, are discussed in this section on model evaluation.
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Figure D.1.1. The modeling process.
* In some disciplines parameterization may include, or be referred to as, calibration.
** Qualitative and/or quantitative corroboration should be performed when necessary.
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D.2 Scientific Peer Review

EPA policy states that major science-based and technical products related to Agency decisions should
normally be peer-reviewed. Agency managers determine and are accountable for the decision whether to
employ peer review in particular instances and, if so, its character, scope, and timing. EPA has published
guidance for program managers responsible for implementing the peer review process for models (Beck
et al. 1994). This guidance discusses peer review mechanisms, the relationship of external peer review to
the process of environmental regulatory model development and application, documentation of the peer
review process, and specific elements of what could be covered in an external peer review of model
development and application.

The general process for external peer review of models is as follows (Beck et al. 1994, Press 1992):

e Step 0: The program manager within the originating office (AA-ship or Region) identifies elements of
the regulatory process that would benefit from the use of environmental models. A review/solicitation
of currently available models and related research should be conducted. If it is concluded that the
development of a new model is necessary, a research/development work plan is prepared.

e Step Ob (optional): The program manager may consider internal and/or external peer review of the
research/development concepts to determine whether they are of sufficient merit and whether the
model is likely to achieve the stated purpose.

e Step 1: The originating office develops a new or revised model or evaluates the possible novel
application of a model developed for a different purpose.

e Step 1b (optional): The program manager may consider internal and/or external peer review of the
technical or theoretical basis prior to final development, revision, or application at this stage. For
model development, this review should evaluate the stated application niche.

e Step 2: Initial Agency-wide (internal) peer review/consultation of model development and/or proposed
application may be undertaken by the developing originating office. Model design, default
parameters, etc., and/or intended application are revised (if necessary) based on consideration of
internal peer review comments.

e Step 3: The origination office considers external peer review. Model design, default parameters, etc.,
and/or intended application are revised (if necessary) based on consideration of internal peer review
comments.

e Step 4: Final Agency-wide evaluation/consultation may be implemented by the originating office.
This step should consist of consideration of external peer review comments and documentation of the
Agency’s response to scientific/technical issues.

(Note: Steps 2 and 4 are relevant when there is either an internal Agency standing or an ad hoc peer
review committee or process).
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Box D1: Elements of External Peer Review for Environmental Regulatory Models (Box 2-4 from NRC’s Models

in Environmental Regulatory Decision Making)

Model Purpose/Objectives

=  What is the regulatory context in which the model will be used and what broad scientific question is the model
intended to answer?

=  What is the model's application niche?

= What are the model's strengths and weaknesses?

Major Defining and Limiting Considerations

= Which processes are characterized by the model?

=  What are the important temporal and spatial scales?

=  What is the level of aggregation?

Theoretical Basis for the Model — formulating the basis for problem solution

=  What algorithms are used within the model and how were they derived?

=  What is the method of solution?

=  What are the shortcomings of the modeling approach?

Parameter Estimation

=  What methods and data were used for parameter estimation?

=  What methods were used to estimate parameters for which there were no data?

=  What are the boundary conditions and are they appropriate?

Data Quality/Quantity

Questions related to model design include:

=  What data were utilized in the design of the model?

= How can the adequacy of the data be defined taking into account the regulatory objectives of the model?

Questions related to model application include:

=  To what extent are these data available and what are the key data gaps?

= Do additional data need to be collected and for what purpose?

Key Assumptions

=  What are the key assumptions?

=  What is the basis for each key assumption and what is the range of possible alternatives?

=  How sensitive is the model toward modifying key assumptions?

Model Performance Measures

=  What criteria have been used to assess model performance?

= Did the data bases used in the performance evaluation provide an adequate test of the model?

=  How does the model perform relative to other models in this application niche?

Model Documentation and Users Guide

=  Does the documentation cover model applicability and limitations, data input, and interpretation of results?

Retrospective

=  Does the model satisfy its intended scientific and regulatory objectives?

=  How robust are the model predictions?

=  How well does the model output quantify the overall uncertainty?

Source: EPA 1994b.
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D.3 Quality Assurance Project Planning

Box D2: Quality Assurance Planning and Data Acceptance Criteria
The QA Project Plan needs to address four issues regarding information on how non-direct
measurements are acquired and used on the project (EPA 2002d):

The need and intended use of each type of data or information to be acquired.

How the data will be identified or acquired, and expected sources of these data.

The method of determining the underlying quality of the data.

The criteria established for determining whether the level of quality for a given set of data is
acceptable for use on the project.

Acceptance criteria for individual data values generally address issues such as the following:

Representativeness: Were the data collected from a population sufficiently similar to the
population of interest and the model-specified population boundaries? Were the sampling and
analytical methods used to generate the collected data acceptable to this project? How will
potentially confounding effects in the data (e.g., season, time of day, location, and scale
incompatibilities) be addressed so that these effects do not unduly impact the model output?

Bias: Would any characteristics of the dataset directly impact the model output (e.g., unduly high
or low process rates)? For example, has bias in analysis results been documented? Is there
sufficient information to estimate and correct bias? If using data to develop probabilistic
distributions, are there adequate data in the upper and lower extremes of the tails to allow for
unbiased probabilistic estimates?

Precision: How is the spread in the results estimated? Is the estimate of variability sufficiently
small to meet the uncertainty objectives of the modeling project as stated in Element A7 (Quality
Objectives and Criteria for Model Inputs/Outputs) (e.g., adequate to provide a frequency of
distribution)?

Qualifiers: Have the data been evaluated in a manner that permits logical decisions on the
data’s applicability to the current project? Is the system of qualifying or flagging data adequately
documented to allow data from different sources to be used on the same project (e.g., distinguish
actual measurements from estimated values, note differences in detection limits)?

Summarization: Is the data summarization process clear and sufficiently consistent with the
goals of this project (e.g., distinguish averages or statistically transformed values from unaltered
measurement values)? Ideally, processing and transformation equations will be made available
so that their underlying assumptions can be evaluated against the objectives of the current
project.

D.4 Corroboration

In this guidance, “corroboration” is defined as all quantitative and qualitative methods for evaluating the
degree to which a model corresponds to reality. In practical terms, it is the process of “confronting
models with data” (Hilborn and Mangel 1997). In some disciplines, this process has been referred to as
validation. In general, the term “corroboration” is preferred because it implies a claim of usefulness and

not truth.

Corroboration is used to understand how consistent the model is with data. However, uncertainty and
variability affect how accurately both models and data represent reality because both models and data
(observations) are approximations of some system. Thus, to conduct corroboration meaningfully (i.e., as
a tool to assess how well a model represents the system being modeled), this process should begin by
characterizing the uncertainty and variability in the corroboration data. As discussed in Section 4.1.3.1,
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variability stems from the natural randomness or stochasticity of natural systems and can be better
captured or characterized in a model but not reduced. In contrast, uncertainty can be minimized with
improvements in model structure (framework), improved measurement and analytical techniques, and
more comprehensive data for the system being studied. Hence, even a "perfect" model (that contains no
measurement error and predicts the correct ensemble average) may deviate from observed field
measurements at a given time.

Depending on the type (qualitative and/or quantitative) and availability of data, corroboration can involve
hypothesis testing and/or estimates of the likelihood of different model outcomes.

D.4.1 Qualitative Corroboration

Qualitative model corroboration involves expert judgment and tests of intuitive behavior. This type of
corroboration uses “knowledge” of the behavior of the system in question, but is not formalized or
statistics-based. Expert knowledge can establish model reliability through consensus and consistency.
For example, an expert panel consisting of model developers and stakeholders could be convened to
determine whether there is agreement that the methods and outputs of a model are consistent with
processes, standards, and results used in other models. Expert judgment can also establish model
credibility by determining if model-predicted behavior of a system agrees with best-available
understanding of internal processes and functions.

D.4.2 Quantitative Methods
When data are available, model corroboration may involve comparing model predictions to independent
empirical observations to investigate how well a model's description of the world fits the observational
data. This involves using both statistical measures for goodness of fit and numerical procedures to
facilitate these calculations. The can be done graphically or by calculating various statistical measures of
fit of a model's results to data.

Recall that a model's application niche is the set of conditions under which the use of a model is
scientifically defensible (Section 5.2.3); it is the domain of a model's intended applicability. If the model
being evaluated purports to estimate an average value across the entire system, then one method to deal
with corroboration data is to stratify model results and observed data into “regimes,” subsets of data
within which system processes operate similarly. Corroboration is then performed by comparing the
average of model estimates and observed data within each regime (ASTM 2000).

D.4.2.1 Graphical Methods

Graphical methods can be used to compare the distribution of model outputs to independent
observations. The degree to which these two distributions overlap, and their respective shapes, provide
an indication of model performance with respect to the data. Alternately, the differences between
observed and predicted data pairs can be plotted and the resulting probability density function (PDF)
used to indicate precisions and bias. Graphical methods for model corroboration can be used to indicate
bias, skewness, and kurtosis of model results. Skewness indicates the relative precision of model results,
while bias is a reflection of accuracy. Kurtosis refers to the amplitude of the PDF.

D.4.2.2 Deviance Measures

Methods for calculating model bias:

Mean error calculates the average deviation between models and data (e = model-data) by dividing the
sum of errors (Ze) by total number of data points compared (m).

e _
MeanError = — (in original measurement units)
m

Similarly, mean % error provides a unit-less measure of model bias:
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MeanError (%) = Ze—/s*loo,
m

where "s" is the sample or observational data in original units.

Methods for calculating bias and precision:
Mean square error (MSE):

2
MSEZZL
m

(Large deviations in any single data pair (model-data) can dominate this metric.)

Mean absolute error:

Zfl

m

MeanAbsError =

D.4.2.3 Statistical Tests

A more formal hypothesis testing procedure can also be used for model corroboration. In such cases, a
test is performed to determine if the model outputs are statistically significantly different from the empirical
data. Important considerations in these tests are the probability of making type | and type Il errors and
the shape of the data distributions, as most of these metrics assume the data are distributed normally.
The test-statistic used should also be based on the number of data-pairs (observed and predicted)
available.

There are a number of comprehensive texts that may help analysts determine the appropriate statistical
and numerical procedures for conducting model corroboration. These include:

Efron, B., and R. Tibshirani. 1993. An Introduction to the Bootstrap. New York: Chapman and Hall.
Gelman, A.J.B., H.S. Carlin, and D.B. Rubin. 1995. Bayesian Data Analysis. New York: Chapman
and Hall.

¢ McCullagh, P., and J.A. Nelder. 1989. Generalized Linear Models. New York: Chapman and Hall.

e Press, W.H., B.P. Flannery, S.A. Teukolsky, and W.T. Vetterling. 1986. Numerical Recipes.
Cambridge, UK: Cambridge University Press.

e Snedecor, G.W., and W.G. Cochran. 1989. Statistical Methods. Eighth Ed. lowa State University
Press.

D.4.3 Evaluating Multiple Models

Models are metaphorical (albeit sometimes accurate) descriptions of nature, and
there can never be a “correct” model. There may be a “best” model, which is
more consistent with the data than any of its competitors, or several models may
be contenders because each is consistent in some way with the data and none
clearly dominates the others. It is the job of the ecological detective to determine
the support that the data offer for each competing model or hypothesis.

— Hillborn and Mangel 1997, Ecological Detective

In the simplest sense, a first cut of model performance is obtained by examining which model minimizes
the sum of squares (SSq) between observed and model-predicted data.

SSq =" (pred —obs)®
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The SSq is equal to the squared differences between model-predicted values and observational values.
If data are used to fit models and estimate parameters, the fit will automatically improve with each higher-
order model — e.g., simple linear model, y = a + bX, vs. a polynomial model, y = a + bX + cX°.

It is therefore useful to apply a penalty for additional parameters to determine if the improvement in model
performance (minimizing SSq deviation) justifies an increase in model complexity. The question is
essential whether the decrease in the sum of squares is statistically significant.

The SSq is best applied when comparing several models using a single dataset. However, if several
datasets are available the Normalized Mean Square Error (NMSE) is typically a better statistic, as it is
normalized to the product of the means of the observed and predicted values (see discussion and
references, Section D.4.4.4).

D.4.4 An Example Protocol for Selecting a Set of Best Performing Models

During the development phase of an air quality dispersion model and in subsequent upgrades, model
performance is constantly evaluated. These evaluations generally compare simulation results using
simple methods that do not account for the fact that models only predict a portion of the variability seen in
the observations. To fill a part of this void, the U.S. Environmental Protection Agency (EPA) developed a
standard that has been adopted by the ASTM International, designation D 6589-00 for Statistical
Evaluation of Atmospheric Dispersion Model Performance (ASTM 2000). The following discussion
summarizes some of the issues discussed in D 6589.

D.4.4.1 Define Evaluation Objectives

Performing a statistical model evaluation involves defining those evaluation objectives (features or
characteristics) within the pattern of observed and modeled concentration values that are of interest to
compare. As yet, no one feature or characteristic has been found that can be defined within a
concentration pattern that will fully test a model's performance. For instance, the maximum surface
concentration may appear unbiased through a compensation of errors in estimating the lateral extent of
the dispersing material and in estimating the vertical extent of the dispersing material. Adding into
consideration that other biases may exist (e.g., in treatment of the chemical and removal processes
during transport, in estimating buoyant plume rise, in accounting for wind direction changes with height, in
accounting for penetration of material into layers above the current mixing depth, in systematic variation
in all of these biases as a function of atmospheric stability), one can appreciate that there are many ways
that a model can falsely give the appearance of good performance.

In principle, modeling diffusion involves characterizing the size and shape of the volume into which the
material is dispersing as well as the distribution of the material within this volume. Volumes have three
dimensions, so a model evaluation will be more complete if it tests the model’s ability to characterize
diffusion along more than one of these dimensions.

D.4.4.2 Define Evaluation Procedures

Having selected evaluation objectives for comparison, the next step is to establish an evaluation
procedure (or series of procedures), which defines how each evaluation objective will be derived from the
available information. Development of statistical model evaluation procedures begins with technical
definitions of the terminology used in the goal statement. In the following discussion, we use a plume
dispersion model example, but the thought process is valid as well for regional photochemical grid
models.

Suppose the evaluation goal is to test models’ ability to replicate the average centerline concentration as
a function of transport downwind and as a function of atmospheric stability. Several questions must be
answered to achieve this goal: What is an "average centerline concentration”™? What is "transport
downwind"? How will "stability” be defined?

What questions arise in defining the average centerline concentration? Given a sampling arc of
concentration values, it is necessary to decide whether the centerline concentration is the maximum value
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seen anywhere along the arc or that seen near the center of mass of the observed lateral concentration
distribution. If one chooses the latter concept, one needs a definition of how "near” the center of mass
one has to be, to be representative of a centerline concentration value. One might decide to select all
values within a specific range (nearness to the center of mass). In such a case, either a definition or a
procedure will be needed to define how this specific range will be determined. A decision will have to be
made on the treatment of observed zero (and near measurement threshold) concentrations. To discard
such values is to say that low concentrations cannot occur near a plume’s center of mass, which is a
dubious assumption. One might test to see if conclusions reached regarding the “best performing model”
are sensitive to the decision made on the treatment of near-zero concentrations.

What questions arise in defining ‘“transport downwind”? During near-calm wind conditions, when
transport may have favored more than one direction over the sampling period, "downwind” is not well
described by one direction. If plume models are being tested, one might exclude near-calm conditions,
since plume models are not meant to provide meaningful results during such conditions. If puff models or
grid models are being tested, one might sort the near-calm cases into a special regime for analysis.

What questions arise in defining “stability”? For surface releases, surface-layer Monin-Obukhov length, L,
has been found to adequately define stability effects; for elevated releases, Z/L, where Z; is the mixing
depth, has been found to be a useful parameter for describing stability effects. Each model likely has its
own meteorological processor. It is likely that different processors will have different values for L and Z;
for each of the evaluation cases. There is no one best way to deal with this problem. One solution might
be to sort the data into regimes using each of the models’ input values, and see if the conclusions
reached as to best performing model are affected.

What questions arise if one is grouping data together? If one is grouping data together for which the
emission rates are different, one might choose to resolve this difference by normalizing the concentration
values by dividing by the respective emission rates. To divide by the emission rate, either one has a
constant emission rate over the entire release or the downwind transport is sufficiently obvious that one
can compute an emission rate, based on travel time, that is appropriate for each downwind distance.

Characterizing the plume transport direction is highly uncertain, even with meteorological data collected
specific for the purpose. Thus, we expect that the simulated position of the plume will not overlap the
observed position of the plume. One must decide how to compare a feature (or characteristic) in a
concentration pattern, when uncertainties in transport direction are large. Will the observed and modeled
patterns be shifted, and if so, in what manner?

This discussion is not meant to be exhaustive, but to be illustrative of how the thought process might
evolve. When terms are defined, other questions arise that — when resolved — eventually produce an
analysis that will compute the evaluation objective from the available data. There likely is more than one
answer to the questions that develop. This may cause different people to develop different objectives and
procedures for the same goal. If the same set of models is chosen as the best-performing, regardless of
which path is chosen, one can likely be assured that the conclusions reached are robust.

D.4.4.3 Define Trends in Modeling Bias

In this discussion, references to observed and modeled values refer to the observed and model
evaluation objectives (e.g., regime averages). A plot of the observed and modeled values as a function of
one of the model input parameters is a direct means for detecting model bias. Such comparison has
been recommended and employed in a variety of investigations, e.g., Fox (1981), Weil et al. (1992),
Hanna (1993) In some cases the comparison is the ratio formed by dividing the modeled value by the
observed value, plotted as a function of one or more of the model input parameters. If the data have
been stratified into regimes, one can also display the standard error estimates on the respective modeled
and observed regime averages. If the respective averages are encompassed by the error bars (typically
plus and minus two times the standard error estimates), one can assume the differences are not
significant. As Hanna [11] describes, this a “seductive” inference. Procedures to provide a robust
assessment of the significance of the differences are defined in ASTM D 6589 (ASTM 2000).
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D.4.4.4 Summary of Performance

As an example of overall summary of performance, we will discuss a procedure constructed using the
scheme introduced by Cox and Tikvart (1990) as a template. The design for statistically summarizing
model performance over several regimes is envisioned as a five-step procedure.

1. Form a replicate sample using concurrent sampling of the observed and modeled values for each
regime. Concurrent sampling associates results from all models with each observed value, so that
selection of an observed value automatically selects the corresponding estimates by all models.

2. Compute the average of observed and modeled values for each regime.

3. Compute the normalized mean square error, NMSE, using the computed regime averages, and store
the value of the NMSE computed for this pass of the bootstrap sampling.

4. Repeat steps 1 through 3 for all bootstrap sampling passes (typically of order 500).

5. Implement the procedure described in ASTM D 6589 (ASTM 2000) to detect which model has the
lowest computed NMSE value (call this the “base” model) and which models have NMSE values that
are significantly different from the "base” model.

In the Cox and Tikvart (1990) analysis, the data were sorted into regimes (defined in terms of Pasquill
stability category and low/high wind speed classes), and bootstrap sampling was used to develop
standard error estimates on the comparisons. The performance measure was the robust highest
concentration (computed from the raw observed cumulative frequency distribution), which is a comparison
of the highest concentration values (maxima), which most models do not contain the physics to simulate.
This procedure can be improved if intensive field data are used and the performance measure is the
NMSE computed from the modeled and observed regime averages of centerline concentration values as
a function of stability along each downwind arc, where each regime is a particular distance downwind for
a defined stability range.

The data demands are much greater for using regime averages than for using individual concentrations.
Procedures that analyze groups (regimes) of data include intensive tracer field studies, with a dense
receptor network, and many experiments. Whereas, Cox and Tikvart (1990) devised their analysis to
make use of very sparse receptor networks having one or more years of sampling results. With dense
receptor networks, attempts can be made to compare average modeled and "observed” centerline
concentration values, but only a few of these experiments have sufficient data to allow stratification of the
data into regimes for analysis. With sparse receptor networks, there are more data for analysis, but there
is insufficient information to define the observed maxima relative to the dispersing plume’s center of
mass. Thus, there is uncertainty as to whether or not the observed maxima are representative of
centerline concentration values. It is not obvious that the average of the n (say 25) observed maximum
hourly concentration values (for a particular distance downwind and narrowly defined stability range) is
the ensemble average centerline concentration the model is predicting. In fact, one might anticipate that
the average of the n maximum concentration values is likely to be higher than the ensemble average of
the centerline concentration. Thus the testing procedure outlined by Cox and Tikvart (1990) may favor
selection of poorly formed models that routinely underestimate the lateral diffusion (and thereby
overestimate the plume centerline concentration). This in turn, may bias such models’ ability to
characterize concentration patterns for longer averaging times.

It is therefore concluded that once a set of "best-performing models” has been selected from an
evaluation using intensive field data that tests a model’s ability to predict the average characteristics to be
seen in the observed concentration patterns, evaluations using sparse networks are seen as useful
extensions to further explore the performance of well-formulated models for other environs and purposes.

D.5 Sensitivity Analysis

This section provides a broad overview of uncertainty and sensitivity analyses and introduces various
methods used to conduct the latter. A table at the end of this section summarizes these methods’ primary
features and citations to additional resources for computational detail.
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D.5.1 Introducing Sensitivity Analyses and Uncertainty Analysis

A model approximates reality in the face of scientific uncertainties. Section 4.1.3.1 identifies and defines
various sources of model uncertainty. External peer reviewers of EPA models have consistently
recommended that EPA communicate this uncertainty through uncertainty analysis and sensitivity
analysis, two related disciplines. Uncertainty analysis investigates the effects of lack of knowledge or
potential errors of model inputs (e.g., the “uncertainty” associated with parameter values); when
combined with sensitivity analysis, it allows a model user to be more informed about the confidence that
can be placed in model results. Sensitivity analysis measures the effect of changes in input values or
assumptions (including boundaries and model functional form) on the outputs (Morgan and Henrion
1990); it is the study of how uncertainty in a model output can be systematically apportioned to different
sources of uncertainty in the model input (Beck et al. 1994). By investigating the “relative sensitivity” of
model parameters, a user can become knowledgeable of the relative importance of parameters in the
model.

Consider a model represented as a function f, with inputs x; and x,, and with output y, such that y =
f(x4,X3). Figure D.5.1 schematically depicts how uncertainty analysis and sensitivity analysis would be
conducted for this model. Uncertainty analysis would be conducted by determining how y responds to
variation in inputs x; and x,, the graphic depiction of which is referred to as the model’s response surface.
Sensitivity analysis would be conducted by apportioning the respective contributions of x; and x, to
changes in y. The schematic should not be construed to imply that uncertainty analysis and sensitivity
analysis are sequential events. Rather, they are generally conducted by trial and error, with each type of
analysis informing the other. Indeed, in practice, the distinction between these two related disciplines may
be irrelevant. For purposes of clarity, the remainder of this appendix will refer exclusively to sensitivity
analysis.

Uncertainty Analysis
X4 Sensitivity
\ Analysis
—» y = f(x;,x;) » %
X2
X1
itiputs model run outpts

Figure D.5.1. Uncertainty and sensitivity analyses. Uncertainty analysis investigates the effects of lack of
knowledge or potential errors of model inputs. Sensitivity analysis evaluates the respective contributions
of inputs x; and x,to output y.

D.5.2 Sensitivity Analysis and Computational Complexity

Choosing the appropriate uncertainty analysis/sensitivity analysis method is often a matter of trading off
between the amount of information one wants from the analyses and the computational difficulties of the
analyses. These computational difficulties are often inversely related to the number of assumptions one is
willing or able to make about the shape of a model’s response surface.

Consider once again a model represented as a function f, with inputs x; and x, and with output y, such

that y = f(x4,x5). Sensitivity measures how output changes with respect to an input. This is a
straightforward enough procedure with differential analysis if the analyst:
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e Can assume that the model’'s response surface is a hyperplane, as in Figure D.5.2(1);

e Accepts that the results apply only to specific points on the response surface and that these points
are monotonic first order, as in Figure D.5.2 (2);10 or

e Is unconcerned about interactions among the input variables.

Otherwise, sensitivity analysis may be more appropriately conducted using more intensive computational
methods.

1) 2)

Figure D.5.2. It's hyperplane and simple. (1) A model response surface that is a hyperplane can
simplify sensitivity analysis computations. (2) The same computations can also be used for other
response surfaces, but only as approximations around a single locus.

This guidance suggests that, depending on assumptions underlying the model, the analyst should use
non-intensive sensitivity analysis techniques to initially identify those inputs that generate the most
sensitivity, then apply more intensive methods to this smaller subset of inputs. It may therefore be useful
to categorize the various sensitivity analysis techniques into methods that (a) can be quickly used to
screen for the more important input factors; (b) are based on differential analyses; (c) are based on
sampling; and (d) are based on variance methods.

D.5.3 Screening Tools

D.5.3.1 Tools That Require No Model Runs

Cullen and Frey (1999) suggest that summary statistics measuring input uncertainty can serve as
preliminary screening tools without additional model runs (and if the models are simple and linear),
indicating proportionate contributions to output uncertainty:

e Coefficient of variation. The coefficient of variation is the standard deviation normalized to the mean
(o/n) in order to reduce the possibility that inputs that take on large values are given undue
importance.

e Gaussian approximation. Another approach to apportioning input variance is Gaussian
approximation. Using this method, the variance of a model's output is estimated as the sum of the
variances of the inputs (for additive models) or the sum of the variances of the log-transformed inputs
(for multiplicative models), weighted by the squares on any constants which may be multiplied by the
inputs as they occur in the model.

D.5.3.2 Scatterplots
Cullen and Frey (1999) suggest that a high correlation between an input and an output variable may
indicate substantial dependence of the variation in output and the variation of the input. A simple, visual

19 Related to this issue are the terms “local sensitivity analysis” and “global sensitivity analysis.” The former refers
to sensitivity analysis conducted around a nominal point of the response surface, while the latter refers to sensitivity
analysis across the entire surface.

71



assessment of the influence of an input on the output is therefore possible using scatterplots, with each
plot posing a selected input against the output, as in Figure D.5.3.
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Figure D.5.3. Correlation as indication of input effect. The high correlation between the input
variable area and the output variable time (holding all other variables fixed) is an indication of
the possible effect of area’s variation on the output.

D.5.3.3 Morris's OAT

The key concept underlying one-at-a-time (OAT) sensitivity analyses is to choose a base case of input
values and to perturb each input variable by a given percentage away from the base value while holding
all other input variables constant. Most OAT sensitivity analysis methods yield local measures of
sensitivity (see footnote 9) that depend on the choice of base case values. To avoid this bias, Saltelli et
al. (2000b) recommend using Morris’'s OAT for screening purposes because it is a global sensitivity
analysis method — it entails computing a number of local measures (randomly extracted across the input
space) and then taking their average.

Morris’s OAT provides a measure of the importance of an input factor in generating output variation, and
while it does not quantify interaction effects, it does provide an indication of the presence of interaction.
Figure D.5.4 presents the results that one would expect to obtain from applying Morris’s OAT (Cossarini
et al. 2002). Computational methods for this technique are described in Saltelli et al. 2000b.
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Figure D.5.4. An application of Morris’s OAT. Cossarini et al. (2002) investigated the influence
of various ecological factors on energy flow through a food web. Their sensitivity analysis
indicated that maximum bacteria growth and bacteria mortality (upac and Kmyy, respectively)
have the largest (and opposite) effects on energy flow, as indicated by their values on the
horizontal axis. These effects, as indicated by their values on the vertical axis, resulted from
interactions with other factors.

D.5.4 Methods Based on Differential Analysis

As noted previously, differential analyses may be used to analyze sensitivity if the analyst is willing either
to assume that the model response surface is hyperplanar or to accept that the sensitivity analysis results
are local and that they are based on hyperplanar approximations tangent to the response surface at the
nominal scenario (Morgan and Henrion 1990; Saltelli et al. 2000b).

Differential analyses entail four steps. First, select base values and ranges for input factors. Second,
using these input base values, develop a Taylor series approximation to the output. Third, estimate
uncertainty in output in terms of its expected value and variance using variance propagation techniques.
Finally, use the Taylor series approximations to estimate the importance of individual input factors (Saltelli
et al. 2000b). Computational methods for this technique are described in Morgan and Henrion 1990.

D.5.5 Methods Based on Sampling

One approach to estimating the impact of input uncertainties is to repeatedly run a model using randomly
sampled values from the input space. The most well-known method using this approach is Monte Carlo
analysis. In a Monte Carlo simulation, a model is run repeatedly. With each run, different input values are
drawn randomly from the probability distribution functions of each input, thereby generating multiple
output values (Morgan and Henrion 1990; Cullen and Frey 1999). One can view a Monte Carlo simulation
as a process through which multiple scenarios generate multiple output values; although each execution
of the model run is deterministic, the set of output values may be represented as a cumulative distribution
function and summarized using statistical measures (Cullen and Frey 1999).

EPA proposes several best principles of good practice for the conduct of Monte Carlo simulations (EPA
1997). They include the following:

e Conduct preliminary sensitivity analyses to identify significant model components and input variables
that make important contributions to model uncertainty.

e When deciding upon a probability distribution function (PDF) for input variables, consider the
following questions: Is there any mechanistic basis for choosing a distributional family? Is the PDF
likely to be dictated by physical, biological, or other properties and mechanisms? Is the variable
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discrete or continuous? What are the bounds of the variable? Is the PDF symmetric or skewed, and if
skewed, in which direction?

o Base the PDF on empirical, representative data.

e If expert judgment is used as the basis for the PDF, document explicitly the reasoning underlying this
opinion.

e Discuss the presence or absence of covariance among the input variables, which can significantly
affect the output.

The preceding points merely summarize some of the main points raised in EPA’s Guidance on Monte
Carlo Analysis. That document should be consulted for more detailed guidance. Conducting Monte Carlo
analysis may be problematic for models containing a large number of input variables. Fortunately, there
are several approaches to dealing with this problem:

e Brute force approach. One approach is to increase sheer computing power. For example, EPA’s
ORD is developing a Java-based tool that facilitates Monte Carlo analyses across a cluster of PCs by
harnessing the computing power of multiple workstations to conduct multiple runs for a complex
model (Babendreier and Castleton 2002).

o Smaller, structured trials. The value of Monte Carlo lies not in the randomness of sampling, but in
achieving representative properties of sets of points in the input space. Therefore, rather than
sampling data from entire input space, computations may be through stratified sampling by dividing
the input sample space into strata and sampling from within each stratum. A widely used method for
stratified sampling is Latin hypercube sampling, comprehensively described in Cullen and Frey 1999.

e Response surface model surrogate. The analyst may also choose to conduct Monte Carlo not on the
complex model directly, but rather on a response surface representation of it. The latter is a simplified
representation of the relationship between a selected number of model outputs and a selected
number of model inputs, with all other model inputs held at fixed values (Morgan and Henrion 1990;
Saltelli et al. 2000b).

D.5.6 Methods Based on Variance

Consider once again a model represented as a function f, with inputs x; and x, and with output y, such
that y = f(x4,x2). The input variables are affected by uncertainties and may take on any number of possible
values. Let X denote an input vector randomly chosen from among all possible values for x; and x,. The
output y for a given X can also be seen as a realization of a random variable Y. Let E(Y| X) denote the
expectation of Y conditional on a fixed value of X. If the total variation in y is matched by the variability in
E(Y| X) as x;is allowed to vary, this is an indication that variation in x; significantly affects y.

The variance-based approaches to sensitivity analysis are based on the estimation of what fraction of
total variation of y is attributable to variability in E (Y| X) as a subset of input factors are allowed to vary.
Three methods for computing this estimation (correlation ratio, Sobol, and Fourier amplitude sensitivity
test) are featured in Saltelli et al. 2000b.

D.5.7 Which Method to Use?

A panel of experts was recently assembled to review various sensitivity analysis methods. The panel
refrained from explicitly recommending a “best” method and instead developed a list of attributes for
preferred sensitivity analysis methods. The panel recommended that methods should preferably be able
to deal with a model regardless of assumptions about a model's linearity and additivity, consider
interaction effects among input uncertainties, cope with differences in the scale and shape of input PDFs,
cope with differences in input spatial and temporal dimensions, and evaluate the effect of an input while
all other inputs are allowed to vary as well (Frey 2002; Saltelli 2002). Of the various methods discussed
above, only those based on variance (Section D.5.6) are characterized by these attributes. When one or
more of the criteria are not important, the other tools discussed in this section will provide a reasonable
sensitivity assessment.

As mentioned earlier, choosing the most appropriate sensitivity analysis method will often entail a trade-
off between computational complexity, model assumptions, and the amount of information needed from
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the sensitivity analysis. As an aid to sensitivity analysis method selection, the table below summarizes the

features and caveats of the methods discussed above.

Method Features Caveats Reference
Screening May be conducted Potential for significant error if | Cullen and Frey
methods independent of model model is non-linear 1999, pp. 247-8.
run
Morris’s Global sensitivity Indicates, but does not Saltelli et al.
one-at-a-time | analysis guantify interactions 2000b, p. 68.
Differential Global sensitivity No treatment of interactions Cullen and Frey
analyses analysis for linear model; | among inputs 1999, pp. 186-94.
local sensitivity analysis Saltelli et al.
for nonlinear model Assumes linearity, 2000b, pp. 183-91
monotonicity, and continuity
Monte Carlo | Intuitive Depending on number of Cullen and Frey
analyses input variables, may be time- | 1999, pp. 196-237
No assumptions consuming to run, but
regarding response methods to simplify are Morgan and
surface available Henrion 1990, pp.
198-216.
May rely on assumptions
regarding input PDFs
Variance- Robust and independent | May be computationally Saltelli et al.
based of model assumptions difficult. 2000b, pp. 167-97
Addresses interactions
D.6 Uncertainty Analysis

D.6.1 Model Suitability

An evaluation of model suitability to resolve application niche uncertainty (Section 4.1.3.1) should
precede any evaluation of data uncertainty and model performance. The extent to which a model is
suitable for a proposed application depends on:

Mapping of model attributes to the problem statement

The degree of certainty needed in model outputs

The amount of reliable data available or resources available to collect additional data
Quality of the state of knowledge on which the model is based

Technical competence of those undertaking simulation modeling

Appropriate data should be available before any attempt is made to apply a model. A model that needs
detailed, precise input data should not be used when such data are unavailable.

D.6.2 Data Uncertainty

There are two statistical paradigms that can be adopted to summarize data. The first employs classical
statistics and is useful for capturing the most likely or “average” conditions observed in a given system.
This is known as the “frequentist” approach to summarizing model input data. Frequentist statistics rely
on measures of central tendency (median, mode, mean values) and represent uncertainty as the
deviation from these metrics. A frequentist or “deterministic” model produces a single set of solutions for
each model run. In contrast, the alternate statistical paradigm employs a probabilistic framework, which
summarizes data according to their “likelihood” of occurrence. Input data are represented as distributions
rather than a single numerical value and models outputs capture a range of possible values.

The classical view of probability defines the probability of an event occurring by the value to which the

long run frequency of an event or quantity converges as the number of trials increases (Morgan and
Henrion 1990). Classical statistics relies on measures of central tendency (mean, median, mode) to
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define model parameters and their associated uncertainty (standard deviation, standard error, confidence
intervals).

In contrast to the classical view, a subjectivist or Bayesian view is that the probability of an event is the
current degree of belief that a person has that it will occur, given all of the relevant information currently
known to that person. This framework involves the use of probability distributions based on likelihoods
functions to represent model input values and employs techniques like Bayesian updating and Monte
Carlo methods as statistical evaluation tools (Morgan and Henrion 1990).
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Effect of urban soil compaction on
infiltration rate

J.H. Gregory, M.D. Dukes, P.H. Jones, and G.L. Miller

ABSTRACT: Inadvertent soil compaction at the urban lot scale is a process that reduces
infiltration rates, which can lead to increased stormwater runoff. This is particularly important in
low impact development strategies where stormwater is intended to infiltrate rather than flow
through a traditional stormwater network to a detention basin. The effect of compaction on
infiltration rates on sandy soils in North Central Florida was measured with a double ring infiltrometer
on urban construction sites and across various levels of compaction. Average non-compacted
infiltration rates ranged from 377 to 634 mm hr (14.8 to 25.0 in hr?) for natural forest, from 637 to
652 mm hr' (25.1 to 25.7 in hr') for planted forest, and 225 mm hr' (8.9 in
hr?) for pasture sites. Average infiltration rates on compacted soils ranged 8-175 mm hr* (0.3-6.9 in
hr?), 160 to 188 mm hr? (6.3 to 7.4 in hr"), and 23 mm hr* (0.9 in hr?) for the same respective sites.
Although there was wide variability in infiltration rates across both compacted and non-compacted
sites, construction activity or compaction treatments reduced infiltration rates 70 to 99 percent.
Maximum compaction as measured with a cone penetrometer occurred in the 20 to 30 cm (7.9 to 11.8
in) depth range. When studying the effect of different levels of compaction due to light and heavy
construction equipment, it was not as important how heavy the equipment was but whether
compaction occurred at all. Infiltration rates on compacted soils were generally much lower than the
design storm infiltration rate of 254 mm hr' (10.0 inches hr?) for the 100-yr, 24-hr storm used in the
region. This implies that construction activity in this region increases the potential for runoff and the
need for large stormwater conveyance networks not only due to the increase in impervious area
associated with development but also because the compacted pervious area effectively approaches
the infiltration behavior of an impervious surface.

Keywords: Compaction, cone index, double ring, infiltration, LID, low impact development,
penetrometer, stormwater

Urban areas in Florida are rapidly expand-
ing, with Florida accounting for approxi-
mately 11 percent of all new homes
constructed in the United States in 2003
(U.S. Census Bureau, 2004). Soil com-
paction is associated with this urban
development. Compaction can be the
intentional compacting of a site to increase
the structural strength of the soil or it can be
inadvertently caused by the use of heavy
equipment and grading of lots. Soil com-
paction affects the physical properties of soil
by increasing its strength and bulk density,
decreasing its porosity, and forcing a smaller
distribution of pore sizes within the soil.
These changes affect the way in which air and

water move through the soil and the ability of

roots to grow in the soil (NRCS, 2000;
Richard et al., 2001).

Changes to the way that air and water
move within the soil can affect infiltration
rate. A decrease in infiltration rate will result
in increased runoff volume, greater flooding
potential and reduced groundwater recharge
within watersheds. Compaction has a signif-
icant influence on soil hydraulic properties
such as soil water retention, soil water diftu-
sivity, unsaturated hydraulic conductivity and
saturated hydraulic conductivity (Horton et
al., 1994). These hydraulic properties in turn
govern infiltration rates.

The

urban areas is an important process being

infiltration of stormwater within

promoted as part of a new stormwater man-

agement strategy. This management strategy
is often referred to as low impact develop-
ment, which aims to reduce the volumes and
peaks of runoft’ to predevelopment levels
(Price Georges County, 1999). Promoting
infiltration is one of the primary methods for
achieving this goal. The quantification of the
effect of compaction on infiltration rates is
therefore, an important task.

Quantitying the effect of compaction in
urban areas has generally consisted of surveys
that have measured infiltration rates and then
related these measured infiltration rates to
land development, land types, or levels of
compaction. Research into the effects of soil
compaction on infiltration rate has been
conducted in Pennsylvania (Felton and Lull,
1963; Hamilton and Waddington, 1999),
Wisconsin  (Kelling and Peterson, 1975),
North Carolina (Kays, 1980) and Alabama
(Pitt et al., 1999). These studies have shown
that soil infiltration rates are negatively affected
by the compaction associated with urban
A{L‘\'L‘lnplllcm. However, these studies did not
relate specific levels of compaction to infiltra-
tion rate. Although development is occurring
at a rapid pace in Florida, studies have not been
conducted to characterize infiltration rates as
aftected by compaction during development
activities. It is often assumed that infiltration
rate far exceeds precipitation rate due to the
coarse soils found in many areas of the state.
The hypothesis of this research is that com-
paction during typical construction practices
result in a substantial reduction in infiltration
rate on sandy soils.

The objectives of this research were to:
1) quantfy the effect of compaction due to
construction activities on infiltration rates of’
typical urban development sites on sandy soils in
North Central Florida, and 2) determine the
effect of various levels of compaction on infil-
tration rates of sandy urban development sites as

compared to uncompacted infiltration rates.
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Materials and Methods

Compaction due to construction activities,
Site description. A natural, mixed wood forest
site in the Madera subdivision of Gainesville,
Florida was chosen as a research site. Lots 2,
3,4, 8, and 12 of the Madera development
were chosen because they were undisturbed
lots that had not been cleared or subjected to
vehicle traffic. Lot 24 of the Madera devel-
opment was chosen because it was used as an
access to a detention pond and for parking
heavy construction vehicles. As a result, this
lot was made up of areas that had been com-
pacted due to construction vehicle traftic
next to areas that were undisturbed due to the
wooded conditions. Madera lots 2,3,4,8, 12,
and 24 will be referred to as natural wooded
lots A, B, C,D,E,and E The soil classification
for this area 1s a Bonneau fine sand (Arenic
Paleudult; USDA, 1985) and according to
data in the literature is 89.3 percent sand,
10.6 percent silt, has a field capacity of
18.9 percent by volume, and has a saturated
hydraulic conductivity of 103 mm hr ' in the
top 23 cm (Carlisle et al., 1989).

The Mentone development of Gainesville,
Florida was also chosen as a research site.
The predevelopment vegetation was planted
slash pine (Pinus elliottii), which was at least
10 years old. Compaction testing was carried
out on lot 818 and lot 857. Lot 818 was
chosen because it was a lot that had been par-
tially cleared to allow access for the construc-
tion of one of the detention ponds. Lot 857
was chosen because it had been used to park
heavy construction equipment and was used
by construction vehicles as a shortcut between
adjacent streets. Both lots were made up of
areas that had been compacted and areas that
were undisturbed similar to Madera lot 24
(lot F) as described previously. Mentone lots
857 and 818 will be referred to as planted
forest lots G and H. The soil on lots G and
H are classified as an Apopka fine sand
(Grossarenic  Paleudult; USDA, 1985) and
according to data in the literature is 96.2 per-
cent sand, 1.8 percent silt, has a field capacity
of 11.7 percent by volume, and has a saturat-
ed hydraulic conductivity of 197 mm/hr in
the top 20 cm (Carlisle et al., 1989).

Undisturbed infiltration rates. From December
2002 through February 2003, predevelopment
infiltration rates were measured on wooded
lots A, B, C, and E. Sixteen infiltration tests
and sixteen bulk density and gravimetric soil
moisture content measurements were con-
ducted on each of these lots in areas that
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would eventually be landscaped after home
construction. Infiltration rates were meas-
ured using a constant head double ring infil-
trometer with inner and outer ring diameters
of 15 cm (5.9 in) and 30 cm (11.8 in) that was
nserted to a depth of approximately 10 ¢cm
(3.9 in). The constant head was maintained
with a Mariotte siphon and the volume of
water required to maintain this head was
measured at a one-minute interval. A
detailed description of the infiltration appara-
tus is described by Gregory et al. (2005). The
infiltration tests were conducted for at least 40
min (infiltration rates were found to become
constant typically within the first 10 minutes
of the test or less). Cumulative infiltration
was plotted against time and the data was fit-
ted to the Philip§ infiltration equation as fol-
lows,

I=Kt+ St (1

where,

[ = cumulative infiltration depth
(mm),
K = saturated hydraulic conductivity

(mm hr'),

t = tme (hr),and

S = soil water sorptivity (mm hr').

Values of the parameters K and S can be
found by regressing the cumulative infiltration
data collected in the field to Equation 1 (Lal
and Vandoren, 1990). The parameter K from
the Philips infiltration equation was used as an
approximation for the steady state infiltration
rate (Chow et al., 1988). The infiltration rates
reported in this paper are the K parameter
from the Philips infiltration equation.

Soil bulk density and gravimetric moisture
content were measured using a standard intact
core method in the top 5 ¢cm of (2 in) soil
after any decaying organic matter was
removed. Volumetric moisture content was
then determined as the product of the bulk
density and the gravimetric moisture content
(ASTM, 2002a; Blake and Hartge, 1986;
ASTM, 2002b; Gardner, 1986). The cone
index (ASAE, 2000) was also measured near
the infiltration measurement locations using
a Spectrum™ SC900 Soil Compaction
Meter (Spectrum Technologies, Inc., Plainfield,
[llinois), which recorded cone index in incre-
ments of 2.5 cm (1 in) up to 45 cm (17.7 in).
A standard cone (ASAE, 2000) was used to
determine cone index. Five cone index
measurements were made near the location of
cach infiltrometer test.

Post development infiltration rates. Post devel-
opment infiltration tests were carried out on
natural wooded lot A in May 2004 since this
was the only lot with a finished home during
the time of this study. Infiltration rates were
measured at four locations on the turf area in
the front yard and four sites on the turf area
in the backyard. These infiltration tests and
cone index measurements were carried out
using the procedure described previously.

Side-by-side  testing. Infiltration, cone index,
and bulk density measurements were conduct-
ed on the natural wooded lot F and the plant-
ed forest lots G and H. The testing was carried
out February through July 2003. On each lot,
six sites were selected for paired measurement
testing. Each site consisted of a location that
was undisturbed and a location that had been
trafficked by construction vehicles. There
was a maximum distance of
2 m (6.6 ft) between the paired measurement
locations at each site. On the planted forest
lot H the cone index was measured at only
four of the sites due to interference of
clearing operations on the other two sites.
A particle size distribution analysis was con-
ducted using the hydrometer method on five
soil samples collected randomly (from the top
10 cm) on each lot (Gee and Bauder, 1986).
A t-test was used to compare the paired infil-
tration rate and bulk density measurements.

Effects of compaction level on infiltration
rates. Site description. An existing pasture at
the University of Florida Plant Science
Research and Education Unit near Citra,
Florida was used for a compaction trial. The
pasture area had been subjected to traffic
particular to this land use for at least 20 years.
This site represents pastures in Florida that are
being converted to residential subdivisions
and will be referred to as the pasture site in
this paper. The soil has been mapped as a
Candler fine sand (Lamellic Quartzipsam-
ments; Buster, 1979), which is composed of
96.4 percent sand, 2.0 percent silt, and has a
field capacity of 6.2 percent by volume in the
top 25 cm (Carlisle et al., 1989).

Controlled compaction. A controlled com-
paction trial was carried out on the pasture
site in February 2004, An area of the pasture
approximately 5 m (16.4 ft) long by 2.5 m
(8.2 ft) wide was cleared of the top 10 cm
(3.9 n) of grass roots (a typical practice on
construction sites). This area was then divided
into sixteen plots each 0.6 m (2.0 ft) by 1.2 m
(3.9 ft). Four levels of compaction treatments
were then applied in a Latin Square experi-
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mental design. A Mikasa GX100 (MT-65H)
(Mikasa Sangyo Co., Ltd.) ‘jumping jack’ type
compactor was used to apply different levels
of compaction. The compactor was moved
about the plots in a steady manner to achieve
a uniform level of compaction. The four
levels of compaction were zero minutes of
compaction (control), a halt=minute of com-
paction, three minutes of compaction and ten
minutes of compaction. Infiltration rate, bulk
density, soil moisture content, and cone index
were measured on each plot by methods
described previously. Also, a Proctor density
test (ASTM, 2002¢) was conducted on a soil
sample from the site. The experimental pro-
cedure was then repeated in an undisturbed
area on lot D after removal of the top 10 cm
(3.9 in) of organic material and soil. Thus,
the two common areas being developed in
North Central Florida were represented by
these two sites. The results from the two
locations were analyzed using the GLM pro-
cedure with an analysis of variance (ANOVA;
SAS, 2001). Duncan’s Multple Range Test at
the 95 percent confidence interval was used
to find significant differences between the
treatment means.

Vehicular compaction. A pasture area at the
Plant Science Research and Education Unit
was selected and a mechanical grader was
used to remove the top 10 cm (3.9 in) of grass
and soil from three plots each about
18 m (59.0 ft) long and 1.2 m (3.9 ft) wide.
It took approximately four passes of the grader
to remove the grass roots and soil and care
was taken to ensure that the grader traveled in
the same wheel tracks for cach pass, thus
ensuring that there was minimal compaction
within the plots.

Three vehicles that are commonly used in
urban construction were used for the vehicu-
lar compaction trial. These vehicles were an
all-wheel drive Caterpillar 4168 backhoe
weighing 6.3 Mg (7.1 t) with a front tire
pressure of 206 kPa (30 psi) and a rear tire
pressure of 310 kPa (45 psi), a dump truck
with a front axle weight of 6.0 Mg (6.7 t),a
total load of 18.4 Mg (20.6 t) on the two rear
axles and tire pressures of 310 kPa (45 psi) and
a pickup truck with a front axle load of 1.1
Mg (1.2 tons), a rear axle load of 0.8 Mg (0.9
tons) and a tire pressure of 275 kPa (40 psi).
Each vehicle was driven, at walking speed,
along a plot with one wheel running down
the middle of the plot and the other outside
of the plot. Nine passes of each vehicle were
made in the plots. Four measurements of

infiltration rate, soil bulk density and volu-
metric soil moisture content as described

previously were made in each wheel path.

Results and Discussion
Compaction due to construction. Activitics
undisturbed infiltration rates. Infiltration  tests
were conducted across soil moisture condi-
tions ranging from five to 12 percent by
volume. Particle size analysis of soil samples
collected on site resulted in greater than
91 percent sand, less than seven percent silt,
and less than two percent clay across all sam-
ples. There was no relationship between soil
moisture and infiltration rate and the testing
sites were all well-drained. The infiltration
rates on the undisturbed wooded lots were
generally very high with average rates varying
from 377 to 634 mm hr' (14.8 to 25.0 inches
hr';Table 1). These values were in the range
of values reported in the literature for similar
conditions (Felton and Lull, 1963; Kays, 1980);
Pitt et al., 1999). The infiltration rates meas-
ured in these wooded areas were highly vari-
able. The infiltration
rate was 1,023 mm hr' (40.2 in hr') and
the minimum measured infiltration rate was
33mm hr' (1.3 in hr'). Table 1 shows coef-
ficient of variation between 35.7 percent and
52.0 percent across the measurements made
on individual lots.

The average infiltration rates measured on
the undisturbed natural wooded areas were

maximum measured

greater than the 100-year, 24-hour design
storm intensity of 254 mm hr' (10.0 in hr'')
for this region in Florida (FDOT, 2003). The
average infiltration rate on each lot varied
from 2.5 times to 1.5 times greater than this
design storm. This would indicate that, the-
oretically there would be no runoft from
these lots for the 100-year, 24-hour design
storm, and runoff would only occur if the
groundwater table was to rise to the surface.

Post development infiltration rates. The post
development infiltration measurements on lot
A showed a reduction in infiltration rate from
861 hr!' to 175 mm  hr'
(80 percent reduction) on the front yard and

mm

Table 1. Predevelopment infiltration tests on the natural wooded lots (n = 16 for :
each lot).
Lot A B Cc E
Infiltration rate (mm hr')’
Average 634 377 582 464
Maximum 1,023 764 881 862
© Minimum 329 33 261 168 ‘
CV (%) 37.7 52.0 35.7 40.8 ‘
‘254 mmhrt=1in hr*

from 590 mm hr' to 8 mm hr' (99 percent
reduction) on the backyard. The predevel-
opment infiltration rates were measured in
approximately the same location as the post
development infiltration rates. The front and
back yard measurements for both the prede-
velopment conditions (p = 0.037) and post
development conditions (p = 0.026) were
statistically different. There were also signifi-
cant differences between the infiltration
rates for the predevelopment and post devel-
opment conditions for both the front yard
(p = 0.004) and back yard (p = 0.007).

Figure 1 shows predevelopment and post
development mean cone index values meas-
ured on natural wooded site A. The prede-
velopment data for the front yard and back
yard showed a maximum cone index of 858
kPa (124 psi) and 1,104 kPa (160 psi), respec-
tively. The post development data for the
front and back yard showed a maximum cone
index of 4,260 kPa (620 psi) and 4,382 kPa
(637 psi), respectively. This change in cone
index during development of the lot was due
to compaction that occurred during the con-
struction process. The maximum cone index
in the front yard occurred at 37.5 ecm (14.8 in)
deep while the maximum compaction on the
back yard occurred at 27.5 em (10.8 in) deep.
The fill that was brought onto the front yard
area, for grading purposes, resulted in this 10
cm (4.0 i) difference in depth of maximum
cone index.

Side-by-side  testing. Compaction  from
heavy construction equipment caused an
overall decrease in the infiltration rate, from
733 to 178 mm hr!' (28.9 to 7.0 in hr'') and
a corresponding increase in bulk density, from
1.34 to 1.49 g/cm® (83.6 to 93.0 Ib/ft’; see
Table 2). These overall changes are statistically
significant for the infiltration results (p <
0.001) and for the overall bulk density results
(p = 0.001). These data support the hypoth-
esis that compaction caused by the vehicular
traffic, during construction of urban develop-
ments, can result in a significantly increased
bulk density and a significantly decreased
infiltration rate.

[ Ml 2006
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Figure 1

Predevelopment and post development cone index values for natural wooded lot A, where error
bars represent one standard deviation. Note that 1inch = 2.54 cm and 1 psi = 6.89 kPa.

Cone index (kPa)
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The natural wooded area was not subject
to vehicle traffic. The planted forest would
have been subjected to planting and harvest-
ing activities involving heavy equipment that
would have caused some compaction. The
significant difference (p = 0.008) between
the mean undisturbed infiltration rates on
the natural wooded site (908 mm hr''; 35.7
in hr'') and the planted forest sites (631 mm
hr'; 24.8 in hr') was therefore expected;
however, there was no significant difference
between the undisturbed bulk densities (p =
0.144). The lack of a significant difference in
bulk densities could be due to the soil core
samples being collected in the top 10 cm
(3.9 in) of the soil profile after clearing of
the surface organic material. The effect of
compaction is greatest at depths below 30 cm
(11.8 in) (Hakansson and Petelkau, 1994); the
soil samples collected in the top 10 cm
(3.9 in) would not show this effect. Figure 2
shows the difference between average cone

— = -
[

index value on the natural wooded lot and
the planted forest lots. The greatest effect of
compaction occurred between 25 cm (9.8 in)
and 32.5 cm (12.8 in).

It is also interesting to note that after com-
paction there was no statistical difference
(p = 0.746) in the infiltration rates and bulk
densities measured on the natural wooded lot
or those measured on the planted forest lots
(p = 0.563). This indicates that although
these sites had different undisturbed infiltra-
tion rates, compaction due to construction
traffic resulted in no significant difference in
infiltration rates.

From Figure 2 it should be noted that
there was a difference between the magni-
tudes of the cone index graphs from the
natural wooded lot and the planted forest lots.
The natural wooded lot had maximum cone
index values of 1,071 kPa (156 psi) and 1,965
kPa (286 psi) for undisturbed and disturbed
area tests, respectively. On the planted forest

lots, maximum cone index values were 1,914
to 3,741 kPa (279 to 545 psi) for the same
respective testing conditions. This evidence
supports the theory that the planted forest lot

0 #es A A had undergone compaction in the past,

— ”'_ — which decreased the undisturbed infiltration
E S | Hwd rates compared to the natural wooded lot.

‘0’ 10 A 4 Effect of compaction level on infiltration

] 15 - rates. Controlled compaction. The results of the

‘g 20 —b e i | AN()VA confiuctcd on infiltration rate and

] W =3 i soil bulk density data (Figure 3), on both the

g 25 A1 H——‘f_ - ————— I - i pasture and wooded subplots showed that

g 30 - I E e T B "\_r<‘/’:ﬂ there was a significant difference between the

= 35 :: “f : i;?; t _/_)—’—'— : e t nnn—con_lpnctcd 1nhl[r;1't10n rates on the pas-

F4 s ' _\.—Tn/ '} ture (225 mm/hr; 8.9 inches/hr) and on the

‘ g 40 A = t ———* t wooded area (487 mm hr'; 19.2 in hr').

\ 45 P - P — However, the two locations had the same

textural soil classifications (sand; 91 percent
sand, less than nine percent silt, and less than
four percent clay across all samples) and the
same non-compacted mean bulk densities
(1.49 g/cm’; 93.0 Ib/ft). There was no sig-
nificant effect due to spatial variations in soil
(p>0.33) within each experimental location.
Statistically significant differences were not
found between the mean infiltration rates of
65 mm hr' (2.6 in hr'"), 30 mm hr' (1.2 in
hr') and 23 mm hr' (0.9 in hr') that
occurred after 30 second, three minutes, and
10 minutes of compaction on the pasture.
This result suggests that compaction over the
various levels imposed in this study did not
substantially decrease the infiltration rate.
Therefore, over the range of compaction that
we considered, the soil was either compacted
or non-compacted in terms of the effect on
infiltration rate. A similar trend was observed
with the data from the wooded site; however,
a statistically significant difference was found
between the 30-second treatment (79 mm
hr'; 3.1 in hr'') and the 10-minute treatment
(20 mm hr'; 0.8 in hr'').

The mean bulk densities after 10 minutes
of compaction were significantly different

Table 2. Average infiltration rates, bulk density, coefficient of variation (in parentheses with units of percent) and paired t-test probability
from natural wooded lot F, planted forest lots G and H (n = 6 for each lot and each compaction level except where noted).

Mean infiltration rate (mm hr?)” Bulk density (g /cm3)* {

Lot Undisturbed (%) Compacted (%) p value Undisturbed (%) Compacted (%) p value

[ Ht 637 (22.7) 187 (52.4) 0.003 1.20 (17.2) 1.48 (5.0) 0.009

| G 652 (26.9) 160 (52.0) <0.001 1.40 (6.5) 1.52(9.3) 0.110
F 908 (23.2) 188 (50.1) 0.001 1.42 (4.1) 1.47 (7.1) 0.252
Average 733 (28.8) 178 (49.1) <0.001 1.34 (12.1) 1.49 (7.1) 0.001
*25.4mmhrt=1inhrt
t1g/cm® = 62.4 Ib/ft?

* n = 4 for compacted testing on this lot since two sites were destroyed due to land clearing. ‘
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Figure 2

Average cone index values (n = 6 for F and G; n = 4 for H) for undisturbed and compacted sites in
naturally wooded areas and a planted forest, error bars represent one standard deviation. Note

that 1inch = 2.54 cm and 1 psi = 6.89 kPa.

Table 3. Correlation and probability val-
ues (p) between average cone index (Cl)
at 2.5 cm depth increments and average
surface infiltration rates, as measured
on the compacted and undisturbed loca-
tions on natural wooded lot F, planted

Cone index (kPa)

forest lot G and H.

Pearson
correlation
Depth (cm) coef. (r) p
0.0 -0.581 0.227
2.5 -0.757 0.081
5.0 -0.807 0.052
7.5 -0.804 0.054
\ 10.0 -0.818 0.047
} 12.5 -0.826 0.043
‘ 15.0 -0.815 0.048
. 175 0.817 0.047
20.0 -0.811 0.050
22.5 -0.785 0.064
25.0 -0.756 0.082
275 -0.753 0.084
30.0 -0.727 0.102
325 -0.705 0.118
35.0 -0.691 0.129
\ 37.5 -0.675 0.141 |
-0.704 0.118 ‘
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between the pasture and the wooded loca-
tions (Figure 3). This can be explained

because the maximum Proctor dL‘Il\if'\‘ of

1.89 g/cm” (117.9 1b/ft’) on the wooded site
compared to the maximum Proctor density
of 1.83 g/cm” (114.2 Ib/ft") for the pasture,
indicates that the wooded site can be com-
pacted to a greater bulk density. The bulk

density of the pasture soil after 10 minute of

compaction was 1.73 g/cm’ (108.0 1b/ft),

this equates to approximately 95 percent of

the maximum Proctor density and the bulk

density of the soil at the wooded arca after
10 minute of compaction was 1.79 g/cm’
(111.7 1b/fth), which also equates to 95 per-
cent of the maximum Proctor density.

The cone index throughout the profile
on the non-compacted wooded arca was
lower than the cone index measured on the
non-compacted pasture (Figure 4). The
maximum average cone index on the non-
compacted wooded subplots was 1,213 kPa
(177 psi) at 42.5 ¢m (16.7 in) and the maxi-
mum  average index on the

cone non-

compacted pasture subplots was 4,145 kPa
(603 ps1) at 37.5 cm (14.8 in). The pasture
was subjected to compaction (caused by live-
stock and vehicles) in the past that probably
contributed to the index.

increased cone

However, the difference in cone index

between the pasture and the wooded site
occurred at depths greater than the 10 cm
(3.9 m) used for sampling bulk density. On
the wooded sites, an increase in average cone
index was negatively correlated with infiltra-
tion rate (Table 3). The strongest correlation
occurred between 10 and 20 ¢m (3.9 and
7.9 in) depths (p < 0.05), further indicating
that compaction occurs below 10 ¢m (3.9
in) depth.

Vehicular compaction. Table 4 summarizes
the mean infiltration rates and bulk density
data collected in the wheel ruts created dur-
ing the vehicular compaction trial. The
ANOVA indicated no significant diftference
between mean infiltration rates in the back-
hoe tracks and in the pickup tracks, although
the backhoe tracks did show a numerically
lower mean infiltration rate (59 mm hr';
2.3 in hr') than the pickup (68 mm hr'; 2.7
in hr'). Both the backhoe and pickup resulted
in significantly higher mean infiltration rates
than the dump truck (23 mm hr'; 0.9 in hr').

There were no significant  differences

MIJ 2006 VOLUME 61 NUMBER 3 | 121
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Figure 3

Average infiltration rate and bulk density measurements (n = 4) from a pasture and naturally
wooded site. Standard deviations are indicated by error bars, while means that are not
significantly different (& = 0.05) are grouped by the same letter. To, To.5, T3 and T10 represent
compaction treatments of o, 0.5, 3 and 10 minutes with a portable compaction device,

‘ respectively. Note that 25.4 cm =1inch and 1 g/cm? = 62.4 b/ft3.
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Table 4. Mean infiltration rate and bulk density result from tests conducted in the wheel
ruts of a dump truck, backhoe and pickup after nine passes over a graded pasture.
Means that were not significantly different were grouped with the same letter (n = 4 for

each vehicle).

Infiltration rate cv Bulk density cv

(mm hr)’ (%)* (8/cm?)’ (%)

Dump truck 23b 43.9 1.68a 23
Back hoe 59a 14.1 1.61a 1.9
Pickup 68a 23.1 1.61a 2:5

* 25.4 mm hrt = 1 inch hr?t
"1 g/em® = 62.4 Ib/ft?
* Coefficient of variation.
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between the mean bulk densities for the three
treatments, although the dump truck did
result in a numerically higher mean bulk
density (1.68 g/cm’; 104.8 1b/ft)) than the
backhoe and pickup (1.61 g/cm?; 100.5
Ib/ft'). The lack of a significant difference
between the mean bulk densities, again may
be due to the bulk density being determined
from soil samples collected in the top 10 cm
(3.9 ) of the soil profile, since compaction
tends to occur below 10 em (3.9 in) as has
been shown previously.

Summary and Conclusion
Soil compaction was shown to have a nega-
tive effect on infiltration rates of soils in north
central Florida. On these sandy soils, the
lowest level of compaction resulted in signif-
icantly lower infiltration rates; therefore, any
amount of compaction must be avoided on
these soils it runoft from development sites is
to be minmmized. However, it was shown
that there could be a significant difference
between the effect of compaction caused by
relatively light construction equipment (i.e. a
backhoe and pickup) and very heavy equip-
ment (i.e.a fully loaded dump truck). For the
purposes of determining potential infiltration
rates, soils could be classified as either com-
pacted or non-compacted. This classification
of the compaction of a soil could have a
significant affect  on  hydrological and
stormwater modeling, particularly for low
impact development projects where the soil
infiltration rates are critical since infiltration 1s
a key component of the stormwater net-
work. Accurate infiltration rate information
15 also important in traditional runoff” estima-
tion from urban arcas because undisturbed soil
infiltration rates are typically assumed  for
pervious areas. Overestimation of the soil
infiltration rate would result in an underesti-
mation of the runoff from a specified arca and
a resultant underestimation of a flooding event.
To maintain predevelopment infiltration
rates on a lot, areas of the development should
be left undisturbed. Demarcating areas of the
development to prevent compaction of the
soil would help maintain  predevelopment
infiltration rates. Special efforts should also
be made to leave natural areas, undisturbed as
these areas were shown to have the highest
infiltration rates. Reducing the use of any
equipment on the lot as much as possible
would also help limit the reduction in infil-
tration rates caused by compaction.
Measuring infiltration rates is a lengthy
procedure  compared to measuring cone
index. Therefore, cone index could be used
to quickly and efficiently identify areas of

Further reproduction prohibited without permission.



Figure 4

Average cone index values for each level of compaction (n = 4) at the pasture and the wooded
sites. To, To.5, T3 and T1o represent compaction treatments of o, 0.5, 3 and 10 minutes with a

portable compaction device, respectively. Note

Cone index (kPa)

2000

that 1inch = 2.54 cm and 1 psi = 6.89 kPa.

3000 4000 5000

T
T <
"+-Tf'f+‘>ﬁ~\

Depth below surface (cm)

- T

a) Pasture

Cone index (kPa)

0 1000 2000

3000 4000 5000

Depth below surface (cm)

b) Wooded

_e_.TO RRE

705 —A-—T3 —.x%-—T10

a development that have been exposed to
compaction and are thus contributing to
decreased infiltration rates.

Acknowledgements

Special thanks are given to Danny Burch for
his help in putting together the equipment
needed  for infiltration  tests and  Brent
Addison for his help in conducting infiltra-
tion tests. This research was supported by
the Florida Agricultural Experiment Station
and a grant from St. Johns River Water
Management  District and approved  for
publication as Journal Series No. R-10532.

References Cited

American Society of Agricultural Engineers (ASAE). 2000, Soil
cone penetrometer. ASAE Standards No. S313.3. American
Society of Agricultural Engineers, St. Joseph, Michigan

American Society of Testing and Materials (ASTM). 2002a.
Standard test method for density of soil - place by the
drive-cylinder method. Annual Book of ASTM Standards
04.08 No. 1D2937-00. American Society of Testing and
Maternals, West Conshohocken, Pennsylvania

American Society of Testing and Materials (ASTM). 2002b,
Standard test method for laboratory determination of water
(Moisture) Content of sorl and rock by muass. In: Annual
Book of ASTM Standards 04.08. Amencan Society of
Testing and Materials, West Conshohocken, Pennsylvania

American Society of Testing and Materials (ASTM). 2002¢
Standard test methods for laboratory compaction charac-
teristies of sol using standard effort [ 12,400 fe-Ibt/ft (600
KN-m/m’)|. D6Y8-00. Annual Book of ASTM. Standards
0408, American Society of Testing and Materials, West

Conshohocken, Pennsylvania

Blake, G.R.and J.H. Hartge. 1986, Bulk density. Pp. 363-375
In: Methods of soil analysis, Part 1. ASA Monograph No
9. American Agronomy Society. Madison, Wisconsin.

Buster, T.P. 1979, Soil survey of Marion County, Florida. Soil
Conservation Service, Washington, 1.€

Carlisle, VW., E Sodek, MLE. Collins, 1.
W.G; 1989
Florida soils. Soil Science Rescarch Report No. 89-1

Hammond, and

Harris Charactenization data tor selected
University of Flonida, Institute of Food and Agricultural
Sciences, Gamesville, Florida

Chow, V., D, Muys
water.Pp. 109-110. In: Apphed hydrology. McGraw-Hill,
Inc., New York, New York

M. H.W. Lull

can improve watershed conditions. Pp. 93-94. In: Public

Works No. 94

Department of

Maidment, and 1 1988 Subsurtace

Felton, and 1963, Suburban  hydrology

Flonda Iransportation  (FDOT). 2003

Drainage manual. Florida Department of Transportation,
Oftice of Design, dranage secton, Tallahassee, Florida
Gardner, W.H. 1986, Water content. Pp. 493-344. In: Methods

of soil analysis, Part 1. ASA Monograph No. 9. American
Agronomy Society, Madison, Wisconsin
Gee, G.W. and W, Bauder. 1986 analysis

Paracle size

Pp. 383-411. In: Methods of soil analysis, Part 1. ASA
Monograph No. 9. American Agronomy  Society,
Madison, Wisconsin

Gregory, |LH., M.D. Dukes, G.L. Miller, and PH. Jones

2005, Analysis of double-ring nfiltraton  techmques
and development of a simple automane water dehvery
system Science. Available  at

Applied

Turtgrass

htp://www.plantmanagementnetwork.org/ pub/ats/ g
de/2005/ring

Hakansson, 1. and H. Petelkau. 1994 Benetits of Timted axle
load. Pp. 479-500. In: Soil compacton mn crop produc
ton. Elsevier Science B.V., Amsterdam, Netherlands

Hamilton, G.W. and D.V. Waddimgton. 1999 Infiltranon rates
on residential lawns m central Pennsylvania. Journal of
Soil and Water Conservation 34(3):564-368

Horton, R., M.D. Ankeny, and 1R Allmaras. 1994, Etfects of
compaction on soil hydrauhc properties. Pp. 479-500. In
Soil compaction i crop productnon. Elsevier Science
B.V., Amsterdam, Netherlands

Kays, B.L. 1980, Relanonship of torest destrucnion and soil distur
bance to ncreased flooding in the suburban North Carolina
Piedmont. Pp. T18-1125. Iu: Metropohtan Tree Improvement
Allance Proceedings No. 3. Rutgers, New Jersey

Kelling, K. and A. Peterson. 1975, Urban lawn mfiltration rates
and fertilizer runoft losses under simulated ramtall. Pp. 348
352, In: Soil Science Society of Amenca Proceedings No,
39, Soil Science Society of America, Madison, Wisconsin.

Lal, R.and D.M.Vandoren, 1990, Influence of 23 years of con
tinuous corn production by three ullage methods on
water infiltration tor two soils i Ohio. Soil and Tillage
Research 16:71-84

Piee, R., R, Harrson, C. Henry, D Xue, and T

1999, Infiltration through distcurbed urban soils and com

O'Conner

post-amended soil etfects on runoft quality and quantity
No. EPA/600/R-00/016. US. Environmental Protection
Agency, Office ot
Washington, 1.¢
Prince George’s County
An

Maryland  Department of Environmental - Resource

Rescarch and - Develop-ment,
1999 Low mmpact development

design strategies mtegrated  design approach
Programs and Plinning Dwision, Largo, Maryland

Richard, G, 1. Cousin, L.E Sillon. A. Bruand, and ] Gue nit
2001, Eftect ot

Consequences on

compaction on  sotl - porosity

hydrauhe  properties. European
Journal of Soil Science 32:49-58
SAS. 2001, SAS User’s Guide: Sttisties. Version 8,02, SAS

Institure, Inc. Cary, North Carolina

\ MI) 2006

VOLUME 61 NUMBER 3

123 |

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



US. Census Bureau, 2004, US. New privately owned housing
units authorized by state: 2003, Manufacturing, Mimng and
Construction  Statistics, Washington  D.C.: US, Census

Burcau. Available at:  http://www.census.gov/const
www/O3statepiechart pdf. Accessed 4 June 2005

U.S. Department of Agriculture Natural Resources Conservation

Service (USDA-NRCS). 2000, Urban soil compaction
Urban Technical Note No. 2. US. Department  of
Agriculture, Natural Resources Conservation Service, Soil

Quality Institute, Auburn, Alabama

U.S. Department of Agriculture Soil Conservation Service
(USDA-SCS)
Florida. U.S

Conservation Service, Washington, 1.(

1985. Soil survey of Alachua County,

Soil carbon pools in central Texas: Prairies,
restored grasslands, and croplands

K.N. Potter and ).D. Derner

Department  of  Agriculture,  Soil

New!

ABSTRACT: Establishment of perennial grasses on degraded soils has been suggested as a
means to improve soil quality and sequester carbon in the soil. Particulate organic carbon may
be an important component in the increased soil carbon content. We measured particulate
organic carbon [defined as organic carbon in the 53 to 2000 pm (0.002 to 0.08 in) size fraction]
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three locations in central Texas. Each location had a never-tilled native grassland site, a long-
term agricultural site and a restored grassland on a previously tilled site. Organic carbon pool
sizes varied in the surface 40 cm (16 in) of native grassland, restored grasslands and agricultural
soils. The native grasslands contained the largest amounts of total organic carbon, while the
restored grasslands and agricultural soils contained similar amounts of total organic carbon.
Both particulate organic carbon and mineral associated carbon pools were reduced beyond the
depth of tillage in the restored grass and agricultural soils compared to the native grassland
soils. The restored grassland soils had a larger particulate organic carbon content than the
agricultural soils, but the increase in particulate organic carbon was limited to the surface 5 cm
(2 in) of soil. Trends in particulate organic carbon accumulation over time from nine to 30 years
were not significant in this study.
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Soil organic matter is a heterogeneous
mixture of organic substances that has an
important role in determining soil produc-
tivity. For modeling purposes, it has been
beneficial to separate soil organic matter into
separate pools that have different functions
and degradation rates in the soil. However, in
practice, it has been difficult to separate soil
organic matter into pools similar to the con-
ceptual pools proposed by the modeling
community. Techniques developed to isolate
soil organic matter pools include chemical, den-
siometry, and size fractionation methods.
Cambardella and Elliott (1992) developed a
technique based upon size fractionation that
isolates the organic size fraction between
52 to 2000 pm (0.002 to 0.08 in), which they
called particulate organic matter. The particu-
late organic matter pool has been related to
nutrient mineralizatgon (N, Parry et al., 2000;
and P, Salas et al., 2003), vegetation type (forest,
Barrios et al., 1997; and crop, Bremer et al.,
1995), soil carbon content under various tillage

practices (Needelman et al., 1999; Wander and
Bidart, 2000), quality
(Franzluebbers and Arshad, 1997; Wander et al.,
1998; Chan, 1997).

I'he particulate organic matter fraction, of

and  soil changes

which the carbon content is referred to as
the particulate organic carbon, appears to be
more sensitive to changes in management
than  total carbon
(Cambardella and Elliott, 1992; Needelman et
al., 1999; Wander and Bidart, 2000; Bowman
[ .Il.,

practices organic

1999). Particulate organic carbon
content often changes more rapidly than the
total organic carbon content with a change in
management. This difference may be a result
of differential decomposition rates under

various management and climatic conditions
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02 4. Flow of Water in Saturated Soil

“his is a second-order partial differential equation of the elliptical type, and
t can be solved in certain cases to obtain a quantitative description of water
low in various systems.

In general, a differential equation can have an infinite number of solutions.
l'o determine the specific solution in any given case, it is necessary to specify
he boundary conditions, and, in the case of unsteady flow, of thc initial
sonditions as well. Various types of boundary conditions can exist (e.g.,
impervious boundaries, free water surfaces, boundaries of known pressure,
or known inflow or outflow rates, etc.), but in each case the flux and pressure
head must be continuous throughout the system. In layered soils, the hvdraulic
conductivity and water content may be discontinuous across interlayer
boundaries (that is, they may exhibit abrupt changes). Flow equations for
inhomogeneous, anisotropic, and compressible systems were given by Bear
et al. (1968).

Philip (1969) recently analyzed flow in swelling (compressible) media.
In unsteady flow, the solid matrix of a swelling soil undergoes motion, so
that Darcy’s law applies to water movement relative to the particles, rather
than relative to physical space. Experimental work with such soils was
carried out by Smiles and Rosenthal (1968).

M. Summary

A proper physical description of water flow in the soil requires that three
parameters be specified: flux, hydraulic gradient, and conductivity. Know-
ledge of any two of these allows the calculation of the third, according to
Darcy’s law. This law states that the flux equals the product of conductivity
by the hydraulic gradient. The hydraulic gradient itself includes both the
pressure and the gravitational potential gradients, the first of which is the
exclusive cause of flow in a horizontal system, while the second occurs in
vertical systems. The hydraulic conductivity at saturation is a characteristic
property of a soil toward water flow, and it is related to porosity and pore-

size distribution.

O Flow of Water in Unsaturated Sopi]

A. General

Comparison of Unsaturated vs, Saturated Flow

In the previous chapter, we stated that

driving force r i

esulting from an effecti
- - t
place in the direction of i

.is Proportional to the p

soil-water flow is caused by a

ential gradient, that flo
4 ‘ A Wt
decreasing potential, and that the rate of ﬂow(feili(:;

otential gradient and js affected by the geometric
103




104 5. Flow of Water in Unsaturated Soil

properties of the pore channels through which flow takes place. These prin-
ciples apply in unsaturated, as well as in saturated soils.

The moving force in a saturated soil is the gradient of a positive pressure

potential." On the other hand, water in an unsaturated soil is subject to a
subatmospheric pressure, or suction, and the gradient of this suction likewise
constitutes a moving force. The matric suction is due, as we have pointed out
to the physical affinity of the water to the soil-particle surfaces and capillar;'
pores. Water tends to be drawn from a zone where the hydration envelopes
surrounding the particles are thicker, to where they are thinner, and from a
zone where the capillary menisci are less curved to where they are more
highly curved.? In other words, water tends to flow from where suction is low
to where it is high. When suction is uniform all along a horizontal column,
that column is at equilibrium and there is no moving force. Not so when a
suction gradient exists. In that case, water will flow in the pores which remain
water-filled at the existing suction, and will creep along the hydration films
over the particle surfaces, in a tendency to equilibrate the potential.
_ The moving_fqrce is greatest at the ““ wetting front” zone of water entry
into an originally dry soil (see Fig. 5.2). In this zone, the suction gradient
can be many bars per centimeter of soil. Such a zradient cons:itutes a moving
force thousands of times greater than the gravitational force. As we shall see
later on, such strong forces are sometimes required (for a given flux) in
view of the extremely low hydraulic conductivity which a relatively dry soil
may exhibit.

The most important Wd and saturated flow

is in the hydraulic conductivity. When the soil is saturated, all of the pores
armﬁg,‘sﬁ that conductivity is maximal. When the soil
becomes unsaturated, some of the pores become airfilled and the conductive
portion of the soil’s cross-sectional area decreases correspondingly. Further-
more, as suction develops, the first pores to empty are the largest ones, which

! We shall disregard, for the moment, the gravitational force, which is completely
unaffected by the saturation or unsaturation of the soil.

2 The question of how water-to-air interfaces behave in a conducting porous medium
that is unsaturated is imperfectly understood. It is generally assumed, at least implicitly
that these interfaces, or menisci, are anchored rigidly to the solid matrix so that, as far a.s'
the flowing water is concerned, air-filled pores are like solid particles. The p;eseuce of
organic surfactants which adsorb to these surfaces is considered to increase their rigidity
or viscosity. Even if the air-water interfaces are not entirely stationary, however, the drag
or momentum transfer, between flowing water and air appears to be very small. ,The inﬁu:
ence of the surface viscosity of air-water interfaces on the rheological behavior of soil
wa}er has not been evaluated (Philip, 1970). Preliminary experimental findings by E. E
Miller and D. Hillel suggest that a drag effect does occur, but that its macnitude is negﬁg'iule‘,
for most practical purposes. :

B. Comparison of Unsaturated vs. Saturated Flow 105

_are the most conductive,® thus leaving water to flow only in the smaller pores.
_The empty pores must be circumvented, so that, with desaturation, the

tortuosity increases. In coarse-textured soils, water sometimes remains almost
entirely in capillary wedges at the contact points of the particles, thus forming

separate and discontinuous pockets of water. In aggregated soils, too, the

large interaggregate spuces which confer high conductivity at saturation
become (when emptied) barriers to liquid flow from one aggregate to its
neighbors.

For these reasons, the transition from saturation to unsaturation generally
entails a stzep drop in h draulic conductivity, which may decrease by several
orders of magnitude (sometimes down to 1/100,000 of its value at saturation)

“as suction increases from zero to one bar. At still higher suctions, or lower

water contents, the conductivity may be so low* that very steep suction
gradients, or very long times, are required for any appreciable flow to occur.

At saturation, the most conductive soils are those in which large and
continuous pores constitute most of the overall pore volume, while the least
conductive are the soils in which the pore volume consists of numerous
micropores. Thus, as is well known, a sandy soil conducts water more
rapidly thun a clayey soil. However, the very opposite may be true when the
soils are unsaturated. In a soil with large pores, these pores quickly empty and
become nonconductive as suction develops, thus steeply decreasing the
initially high conductivity. In a soil with small pores, on the other hand, many
of the pores remain full and conductive even at appreciable suction, so that
the hydraulic conductivity does not decrease as steeply and may actually
be greater than that of a soil with large pores subjected to the same
suction.

Since 'n the field the soil is unsaturated most of the time, it often happens
that flow is more appreciable and persists longer in clayey than in sandy
soils. For this reason, the occurrence of a layer of sand in a fine-textured
profile, far from enhancing flow, may actually impede unsaturated water
movemen| until water accumulates above the sand and suction decreases
sufficiently for water to enter the large pores of the sand. This simple principle
is all too often misunderstood.

3 By Poiseuille’s law, the total flow rate of water through a capillary tube is proportional
to the fourth power of the radius, while the flow rate per unit cross-sectional area of the
tube is proportional to the square of the radius. A 1-mm-radius pore will thus conduct
as 10,000 pores of radius 0.1 mm.

4 As very high suctions develop, there may (in addition to the increase in tortuosity
and the decrease in number and sizes of the conducting pores) also be a change in the
viscosity ol the (mainly wdsorbed) water, tending to further reduce the conductivity.
(Miller and Low, 1963).
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6.18)
— L A ( r
s saturation and 0, is zero, I=/fL¢, W ]

(In the special case where 0, i

is the porosity.) Therefore, o
dr Bde_.K.A_IiE—_—KAB-AHP 6.19) I=Kt+§
dr A dar Ly d ; where § can eventually be regarded as a constant.

- of the wetting front. The infiltration r?te Th§: Green anq Ampt _re]ationships are essentially empirical, since the
where dL¢/dt is the rate of advance he cumulative infiltzation. Rearreuging ' value of the effective wetting-front suction must be found by experiment.
is thus seen to be inversely related to the c4 e For infiltration into initially dry soil, it may be of the order of —50 to — 100
Eg. (6.19), we obtain: o cm H,0, or ~ —0.1 bar (Green and Ampt, 1911 ; Hillel and Gardner, 1970).

(6.20) s However. in actual field conditions, particularly where the initial moisture

=K AHp 4= D dt
L;dL; = AB is not uniform, H; may be undefinable. In many real situations, the wetting
0) can be regarded as an effective diffusiv- front is too diffuse to indicate its exact location at any particular time.
i K AH_[AB) can
where the composite term ( X

ity D for the infiltrating profile. Tntegration gives

G. Infiltration into Layered Soils

L AH, . Dt .6.21)
T Al The effect of profile stratification on infiltration was studied by Hanks
= (6.22) and Bowers (1962),® who used a numerical technique for analyzing the flow
Li= \/m = af 201 ' equation, and by Miller and Gardner (1962), who conducted experiments on
_ the effect of thin layers sandwiched into otherwise uniform profiles. A
or (6.23) _ conducting soil must have continuous matric suction and hydraulic-head

7= A0/ 2D1, i=A68 DJ2t

s. (6.4) and (6.5) (the difference ?eing in thed, /zt;
ctE D 5 D, both being approximate ). Thus the dep

values throughout its length, regardless of layering sequence. However, the
wetness and conductivity values may exhibit abrupt discontinuities at the

which compares with E interlayer boundaries.

ratio for the weighting 0 ' ~ and the infiltration rate is pro- One typical situation is that of a coarse layer of higher saturated hydraulic
of the wetting front is proportional to \/ 4 B8 conductivity, overlying a finer-textured layer. In such a case, the infiltration
. + i te is at first controlled by the coarse layer, but when the wetting front
1to 1[4/ 1 t approach gives = y Yer, ! !

pomvs;ili grav{t\y/ taken into account, the Green and Ampt app reaches and penetrates into the finer-textured layer, the infiltration rate can
I dL H, —H: + L (6.24) be expected to drop and tend to that of the finer soil alone. Thus, in the long
‘_i_, —AD dtf K i, Tun, it is the layer of lesser conductivity which controls the process. If infiltra-

dt

tion continues for long, then positive pressure heads (a “perched water
table”) can develop in the coarse soil, just above its boundary with the
npeding finer layer.

In the opposite case of infiltration into a profile with a fine-textured layer
T a coarse-textured one, the initial infiltration rate is again determined by
‘the upper layer. As water reaches the interface with the coarse lower layer,
owever, the infiltration rate may decrease. Water at the wetting front is
rmally under suction, and this suction may be too high to permit entry
the relatively large pores of the coarse layer. This explains the observation

which integrates to :
f
f—; o= Ly —(Ho =H) lnkl * g —Hf)

right-hand side of Eq. (6.25) inCﬁ}:a
he increase in Lg. SO that, at verylar

the second term on the
relation to t :
te the relationship by

As f increases, :
more and more slowly in

times, we can approxima

D ca be re deda an indica ono What wettin -front va UellluSt be aSSUIHEd
£ 1
dl tion (4
can regal S

k This technique was used by Green ef al. (1962) to estimate infiltration in the field.
the Green and Ampt approach to work.
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(Miller and Gardner, 1962) that the wetting-front advance stops for a
(though infiltration at the surface does not stop) until the pressure head at ¢
interface builds up sufficiently to penetrate into the coarse material. Thus,
layer of sand or gravel in a medium or fine-textured soil, far from enhanci
water movement in the profile, may actually impede it. The lower layer, |
any case, cannot become saturated, since the restricted rate of flow throu
the less permeable upper layer cannot sustain flow at the saturated hydrau
conductivity of the coarse lower layer (except when the externally appli
pressure, i.e., the ponding depth, is large).

The steady-state downflow of water through a two-layer profile into
free-water table beneath was analyzed by Takagi (1960). Where the upp
layer is less pervious than the lower, negative pressures (suctions) were shov

to develop in the lower layer, and these can remain constant throughout a
considerable depth range.

not more than several millimeters in thickness) ar_1d the soil is
rwise highly permeable. Failure to aﬁclcou{lt for the formation of a crust
in eross overestimation of infiltration. _ ‘

;;Sl;lr;alll;s?s of the effect of a developing surface crust upon mﬁltlzatlog
carried out by Edwards and Larson (1969), whp adapted the Hal'l[ s1 anc1
jers (1962) numerical solution to this problem. Hillel (1964), and Hil c;: an
ardner 1969,1970) used a quasiana lytical approachto calculate fluxes ?;cllni
jéady and transient infiltration into crust-capped profiles from 1§n0w 5 g
f the basic hydraulic properties of the crust and of th§ umierl;nngssm;1 )
. The problem is relatively simple in the case of steady infiltration. teaﬁ y
e conlitions require that the flux through the crust g, be equal to the flux
ough the subcrust {ransmission zone " q,:

qe = Gu

k(1) (&), )

vhere K., (dH/dz)., K., and (dH]dz), refer to the ?ydraulic goqduct1v1ty
nd hydraulic-head gridient of the crust and- ur_lderlymg transmission ZO}?G’
espectively. The gradient through the transmission zone tends to umt).rt\; t;r;
_steady infiltration is approached, as the suction gracheqt d_ecreases \;1 ]
“increase in wetting depth, eventually leaving the grawtat_lonal gra :e::i -eai
' the only effective driving force. In the absence pt.' a suction-head g;a ien
. in the zone below the crust, we obtain (with the soil surface as our re erence
level)

H. Infiltration into Crust-Topped Soils

A very important special case of a layered soil is that of an otherwise
uniform profile which develops a crust, or seal, at the surface. Such a seal
can develop under the beating action of raindrops (Ekern, 1950; Mclntyre,
1958 ; Tackett and Pearson, 1965), or as a result of the spontaneous slaking
and breakdown of soil aggregates during wetting (Hillel, 1960). Surface
crusts are characterized by greater density, finer pores, and lower saturated
conductivity than the underlying soil. Once formed, a surface crust can
greatly impede water intake by the soil (Fig. 6.6), even if the crust is quite

Hy+ Wy, + 2
g=K0)=K——— v (6.28)
zc
e where K, (i,) is the unsaturated hydraulic conductivity of the subcrust zone,
u u

a function of the suction head ¥, which develops.in this zone, begmnn;g
just under the hydraulically impeding crust; Ho is the positive hydra::l 1(;
head imposed on the surface by the ponded water; and z, is therver ica
i 3 rust. _ .
thlc\l;n;:;ei;etfogding depth H,, is negligible and thg crust_itself is very tl_'un
and of low conductivity (e.g., where z. is very small in relation to the 'suctilon
i, which forms at the subcrust interface), we can assume the approximation

Infiltration rate

(c)

g, = 9. = Ke ¥ (6.29)

a2 =
Time g d 4

| iti i while its lower part will
Fig. 6.6. Infiltrability as a function of time: (a) in a uniform soil; (b) in a soil with - T The con lition that the Cl‘LlSt'I"BlTI.a! 1 saturated evetr; éeeded el g ey
a more porous upper layer; and (c) in a soil covered by a surface crust. * be under suction is thatits eri tical air-entry W, not be ex eV, =




146 6. Infiltration—Entry of Water intg

This, together with the condition that the subcrust hydraulic-h
gradient approximate unity, leads to the approximation

K, K. 1 '
il P T (6.
dlu zc Rc

i.e., the ratio of the hydraulic conductivity of the underlying soil transmis

zone to its suction is approximately equal to the ratio of the crust’s (saturate
hydraulic conductivity to its thickness. The latter ratio is the reciprocal
the hydraulic resistance per unit area of the crust R..? Also, by Eq. (6.28)

q=K,(¥,) = V/R,

Where the unsaturated conductivity of the underlying soil bears a know
single-valued relation to the suction, it should be possible to calculate the

steady infiltration rate and the suction in the subcrust zone on the basis of

the measurable hydraulic resistance of the crust. Where the relation o

matric suction to water content is also known, it should be possible to infer

the subcrust water content during steady infiltration.

Employing a K vs. relationship of the type K = ay ™ (where a, and n
are characteristic constants of the soil), Hillel and Gardner (1969) «btained.

the following!®:

al[(n+ 1) B
= R R (6.32
Y = (@R + 1 = R 1t 1) (6.33)

where B =a'/"*" is a property of the subcrust soil. The theoretical con-
sequences of Eqs. (6.32) and (6.33) are illustrated in Fig. 6.7. These equations
indicate how the infiltration rate decreases, and the subcrust suction ircreases,

with increasing hydraulic resistance of the crust. Gardner (1956) has shown
that the values of @ and of n generally increase with increasing coarseness,
textural as well as structural, of the soil. Sands may have n values of four or
more, whereas clayey soils may have n values of about two. Tillaze may
pulverize and loosen the soil, thus increasing », whereas compaction may
have the opposite effect. '
Both the crust and the underlying soil are seen to affect the infiltration
rate and suction profile, and the crust-capped soil is thus viewed as a self-
adjusting system in which the physical properties of the crust and underlying

® A distinction is made between the hydraulic resistance per unit area, defined as
above, and the hydraulic resistivity, the latter being equal to the reciprocal of the
conductivity. )

% The relation of conductivity to suction does not always obey so simple an equation
as K = ay—", An alternative expression, proposed by Hillel and Gardner (1969), may have
more general validity: K = K.(u/4)", for > .
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Fig. 6.7. Theoretical effect of crust resistance upon ﬂux_anc_t subcrust suction du;x(;:ag
teady infiltration into crust-capped columns of a uniform soil withn = 2, a = 4.9 X i

~ The brok n lines (1) and () indicate the hvpothetical effect of subcrust hydraulic.resistance
Ry: Ry(1) < Ry(2). The ducreasing g vs. k. curve applies only where the hydraulic conduc-
tance of the subcrust layers is not limiting. (After Hillel and Gardner, 1969.)

soil interact in time to form a steady infiltration rate. and m.oisture proﬁle_:.
In this teadily infiltrating profile the subcrust suction which develops is

“such as (o create a gradient through the crust and a conductivity in the sub-
‘crust zone which will result in an equal flux through both layers.

The problem is rather more complicated in the prc?valent case of transient
infiltration into an initially unsaturated profile, during \ji’l‘.llch tk}e flux, the
wetting depth, the subcrust suction, and the conductivity might all be

e .
Chaig;sfm‘;:;htﬂ? Green and Ampt condit_ions (Section 6F), z‘md wmh.H(;
negligib'z, Hillel and Gardner (1970) recognized thFee stages during tx:ansxgn
infiltration into crusted profiles: an initial stage, in wthh the rate is ﬁ.mte:
and dependent on crust resistance R, and on an e_ﬁ"cctwf: subsoil suctxon‘ ;
an intermediate stage, in which cumulative inﬁltratlor} I increases approxi-
mately as the square root of time; and a latf:r stage, in which 7 can be ex-
pressed as the sum [ a steady ad a transient t?rm., the lgtter bccom:mg
negligible at long times. / was shown to decrease w;t}} increasing Ry pf.r::llC;l-
larly in coarse-textured and coarse-structured soils. Experimental data
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Infiltration

indicate that the cumulative infiltration curves of crusted profiles scale
square root of their transmission-zone diffusivities. Thus inﬁltratiorr astt
crusted profile can be described by the approximation thé;t water ente: g
the sut?crust soil at a nearly constant suction, the magnitude of wh? LI.lt
determined by crust resistance and hydraulic characteristics of the soilc
\_?V%]g;ere the gravity effect is negligible (e.g., in horizontal flow or d. i
the 11:ut1ai stages of vertical infiltration into an initially dry medium fﬁ b
matric suction), the infiltration vs. time relationship was given by: i gh -

e 1l e correction t=rm 6(r) becomes negligibly small as ¢ increases. Thus,
an be expressed as the sum of a steady and a transient term. Some experi-

tal results are shown in Fig. 6.8.

" L. Rain Infiltration

When rain or sprinkling intensity exceeds soil infiltrability, the infiltration
process is the same as in the case of shallow ponding. If rain intensity is less
an the initial infiltrability value of the soil, but greater than the final value,
en at first the soil will absorb we ter at less than its potential rate and flow
n the soil will occur under unsaturated conditions; however, if the rain is
ontinued at the same intensity, and as soil infiltrability decreases, the soil

I'= /KRN0 +2K,H A0 — K,R,

Where the gravity effect is significant, the expression given is

Ly = i—';; + (H; — K,R) In [Hf +(K1/AD) + 5(¢ )] (6.35) urface will eventually become saturated and henceforth the process will
y £ e ontinu > as in the cuse of ponding infiltration. On the other hand, if rain

ntensity is at all times lower than soil infiltrability (i.e., lower than the

(a) aturated hydraulic conductivity), the soil will continue to absorb the water

_as fast as it is applied without ever reaching saturation. After a long time,
* as the -uction gradients become negligible, the wetted profile will attain a

15}
Uncrusted ~wetness for which the conductivity is equal to the water application rate,
and the lower this rate, the lower the degree of saturation of the infiltrating

o profile. This effect is illustrated in Fig. 6.9.

The process of infiltration under rain or sprinkler irrigation was studied
“by Youngs (1960) and by Rubin and Steinhardt (1963, 1963), Rubin et al.
(1964), and Rubin (1966). The latter author, who used a numerical solution
of the flow equation for conditions pertinent to this problem, recognized
three modes of infiltration due to rainfall: (1) nonponding infiltration, involyv-
ing rain not intense :nough to produce ponding; (2) preponding infiltration,
due to rain that can produce ponding but that has not yet done so; and (3)
rainpond infiltration, characterized by the presence of ponded water. Rainpond
infiltration is usually preceded by preponding infiltration, the transition
betwec | the two being called incipient ponding. Thus, nonponding and pre-
ponding infiltration are rain-intensity-controlled (or flux-controlled), whereas
rainpond infiltration is controlled by the pressure (or depth) of water above
the soil surface, as well as by the suction conditions and conductivity relations
of the soil. Where the pressure at the surface is small, rainpond infiltration,
like ponding infiltration in general, is profile-controlled.

In the analysis of rainpond or ponding infiltration, the surface boundary
condition generally assumed is that of a constant pressure at the surface,
whereas in the analysis of nonponding and preponding infiltration, the water
flux through the suriace is considered to be constant, or increasing. In actual
field conditions, rain intensity might increase and decrease alternately, at
times exceeding the soil’s saturated conductivity (and its infiltrability) and

o

Cumulative infiltration (cm)

ol
o

I\(’::m/hr)
[=]

Infiltration rate
o

Time (hours)

Fig. 6.8. Time dependence of cumulative i i
ulative infiltration (A) and of infiltration r:
;?: gl;crusted and crusted columns of Negev loess. Crust resistance values R, Il;»ltﬁ J(QB :
-2, 9.1, and 17 days, respectively (after Hillel and Gardner, 1969). ol i
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" f;;gj 6.9. Tnl';; Wwater-content distribution profil
( er sprinkling at relati igh i ity;
el vely high intensity ;

e during infiltration: (a) under ponding;
and (c) under sprinkling at a very low

as a CO b 113 . 2

hy So?lu;?(j):s bodg of ““thin Water reaching the soil surface at a given

ol e ] dretgark') ed as a continuous phase, at atmospheric pressure. The

med to be uniform and i i .

ke i stable (i.e., no fabric changes such as
We shall bri i

o aa chrleﬂy review the consequences of Rubin’s analysis in qualitative

-5 (.md 4 constant pressure head is maintained at the soil surface (as in
p infiltration), then the flux of water into this surface must be con

if the 2 in i ity (i
hydrau’i?éaé::d;fg zf:tenszty (1.e_., the ratio of rain intensity to the saturated
o vity of .the‘soﬂ) ?xcceds unity. During nonponding infiltra-
b nstant rain intensity gr» the surface suction will tend
Ung valu:_z Wiim such that KWiim) = g,. : e
2 upn (:l' rax::lpond infiltration, the wetted profile consists of two parts:
Per, water-saturated part: and a lower, unsaturated part. The degth ot-‘

ce Runoff 151

atu: .ted zone continuously increases with time. Simultaneously, the
pness of the moisture gradient at the lower boundary of the saturated
e (i.e., at the wetting zone and the wetting front) is continuously decreasing
se phenomena accord with those of infiltration processes under ponding,
lescribed in the previous sections of this chapter). The higher the rain
nsity s, the shallover is the saturated layer at incipient ponding and the
r is the moisture gradient in the wetting zone.

Figure 6.10 describes infiltration rates into a sandy soil during preponding

Flux, cm /sec

00 B0 200 250

Time, sec

{ Fig. 6.10. Relation between surface flux and time during infiltration into Rehovot
sand due to rainfall (solid lines) and flooding (dashed line). The numbers labeling the
curves indicate the magnitude of the relative rain intensity (after Rubin, 1966).

and rainpond infiltration under three rain intensities. The horizontal parts
of the curves correspond to preponding infiltration, and the descending parts
. to rainpond infiltration periods. As pointed out by Rubin (1966), the rain-
~pond in‘Itration curves are of the same general shape and approach the same
limiting infiltration rate, but they do not constitute horizontally displaced
parts of a single curve, and do not coincide with the infiltration rate under
- flooding, which is shown as a broken line in the same graph.
The process of rain infiltration has not yet been studied in sufficient detail
_ in the ficld to establish the applicability of existing theories. Complications
due to the discreteness of raindrops (which causes alternate saturation and
redistribution at the surface), as well as to the highly variable nature of rain-
~ storm intensities and raindrop energies, and the unstable nature of many
(perhap. even most) soils, can cause anomalies disregarded by idealized
theories. Additional complications can arise in cases of air occlusion and
when the soil exhibits profile or areal heterogeneity.

'j‘ J. Surf:.ce Runoff

Surface runoff, or overland flow, is the portion of the rain which is not
absorbed by the soil and does not accumulate on the surface, but runs
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down-slope and collects in gullies and streams. Runoff can occur only when
rain intensity exceeds the infiltration rate. Even then, however, runoff does not
begin immediately, as the excess rain first collects in surface depressions
forms puddles, whose total volume is termed the surface storage capaci
Only when the surface storage is filled and the puddles begin to overfl
does runoff begin. The rate of the runoff flow depends upon the ex
of rain intensity over the infiltration rate. Obviously, the surface storage
depends on the slope, as well as on the roughness of the soil surface.

In agricultural fields, runoff is generally undesirable, since it results in
loss of water and often causes erosion, the amount of which increases with
increasing rate and velocity of runoff. The way to prevent erosion is to pro:
tect the soil surface against raindrop splash (e.g., by mulching), to increas
soil infiltrability and surface storage, and to obstruct overland flow o as t
prevent it from gathering velocity. Maintenance and stabilization of soi
aggregation will minimize slaking and detachment of soil particles by rain:
drops and running water. A crusted or compacted soil generally has a lo
infiltration rate and therefore will produce a high rate of runoff. Proper
tillage, especially on the contour, can increase infiliration and surfac
storage capacity, thus reducing runofl (Burwell and Larson, 1969).

In arid regions, it is sometimes desirable to induce runoff artificially i

order to supply water for human, industrial, or agricultural use (Hille
et al., 1967).

but the final infiltrability remains unchanged, as it is hmlt;d b]Z ﬂ(l;
; er conductivity of the transmission zone beneath. On the otrfer an s;
1 the soil surface is compacted and the profile cover;;i by ?t;u ac:;;le :
c ivi i ic is lower than that of the un

er conductivity, the infiltraticn rate 1s : .
W:IJn) soil. The surface crust acts as a hydraulic barrier, or bottlc;e::}l;
peding infiltration. This effect, which becomes more pronour;cfe e
1I;ker and the denser the crust, reduces both the initial and the ﬁnatlrcxl v
ion rate. A soil of unstable structure tends to fo_rm such a crust ; Sg

:'trati.a-n especially as the result of the slaking action of b_gatlng ramc rl;::;pt (.)
In: i mulch of plant residues can s

1 such a soil, a plant cover or a surface : :
: ércept and break the impact of the raindrops and thus help to preven

(5) The presence of impeding layers inside t.he profile: Layers Wgﬁi

differ in texture or structure from the overlying sclnl rr;ay retardd“;zt:\z; cll:l e

Nne ing i i isingly, clay layers an

ment during infiltration. Perhaps surprisingly, 3t S

imi h for opposite reasons. The clay lay

can have a similar effect, althoug cas Y et

' i ts lower saturated conductivity, while a sa

pedes flow owing to 1 t Nl
i saturated conditions preval

retards the wetting front (where unsa :

lower unsaturated conductivity of the sand. Flf)w into a c‘_lry ;;anfd 19\,3(:;:2:;

take place only after the pressure head has built up sufficiently tor

move ii.to and fill the large pores of the sand.

K. Summary

An important physical property of a soil is the rate at which it can
absorb water supplied to its surface. This rate, termed soil infiltrability,
depends on the following factors:

(1) Time from the onset of the rain or irrigation: The infiltration rate is
apt to be relatively high at first, then to decrease, and eventually to approach
a constant rate that is characteristic for the soil.

(2) Initial water content: The wetter the soil is initially, the lower will be
the initial infiltrability (owing to smaller suction gradients) and the quicker
will be the attainment of the final (constant) rate, which itself is generally
independent of the initial water content.

(3) Hydraulic conductivity: The higher the saturated hydraulic conduc-
tivity of the soil is, the higher its infiltrability tends to be.

(4) Soil surface conditions: When the soil surface is highly porous and of
“open” structure, the initial infiltrability is greater than that of a uniform
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1.0 Project Management
1.1 Distribution List
Copies of the completed/signed project plan should be distributed to:
Name Title Mail Stop Phone Number | e-Mail Address
Joe Roberto NPDES Compliance Unit OCE-133 (206) 553-1669 | Roberto.Joseph@epa.gov
Kristine Karlson NPDES Compliance Unit OCE-133 (206) 553-0290 | Karlson.Kristine@epa.gov
Jennifer Crawford RSCC OEA-095 (206) 553-6261 | Crawford.Jennifer@epa.gov
Don Matheny QA Officer OEA-095 (206) 553-2599 | Matheny.Don@epa.gov
Gerald Dodo Supervisor (Chemistry) LAB (360) 871-8728 | Dodo.Gerald@epa.gov
TBD Lab Manager Contract Lab TBD TBD

Summary of analytical results shall be sent to the EPA Inspector. Electronic copies of data are not
required unless specifically requested. Contract labs may be given a copy of the Industrial Stormwater
Site Specific Inspection Plan (ISSSIP) Analytical Table (Data Quality Objective Summary) for use in
providing analytical support.

1.2 Project/ Task Organization

This section identifies the personnel involved in Industrial Stormwater Facility inspection sampling and
analytical activities and defines their respective roles and responsibilities in the process.

1. Inspector

The inspector conducts the inspection under the authority provided by the Clean Water Act. The
inspector’s responsibility is to prepare a final inspection report based on the results of the inspection
conducted and the sample analytical data obtained from the laboratory. In conjunction with the
inspection, the inspector shall also be responsible for:

e Site inspection and the recording of observations (i.e., field log);

e Documenting the location of site using GPS;

e Conducting dye tracer tests as appropriate;

e Conducting direct readings such as pH, turbidity, etc..., as appropriate;

e Collecting runoff water, effluent samples, soils or sediments as appropriate;

e Coordinating with the Regional Sample Control Center (RSCC) for a regional project code and
sample identification numbers

e Coordinating with the mobile EPA or commercial laboratory for sample analyses, as appropriate;

e Maintaining sample documentation, including chain of custody, photographs, and receiving
sample analytical results.

All of these tasks shall be performed in accordance with the approved QA Project Plan (QAPP) for
Industrial Stormwater Facility wet weather inspections. Changes in procedure should be documented in
an appropriate addendum to the plan or sample alteration form (Attachments 1 and 2) and included with
the ISSSIP in Appendix A.
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2. Regional Sample Control Center (RSCC)

The EPA Region 10 RSCC is located within the Office of Environmental Assessment (OEA). Based on
information provided in the ISSSIP, the role of the RSCC is to:

e coordinate support with the EPA Region 10 Manchester Environmental Laboratory (MEL)
e schedule sample deliveries and timeframes with MEL,

e provide Regional sample ID numbers, Project Codes and Account Numbers

e sign/ concurrence on ISSSIP

3. Quality Assurance Officer (QAO)

The QAO is part of the Quality Staff and is located in the Environmental Services Unit in OEA. The
QAO is authorized by the Regional QA Manager (RQAM) to act as his/her designee. The QAO
reviews / approves the final Generic QAPP, acts as the alternate RSCC and signs/concurs on ISSSIP.

4. Analytical Laboratory- Manchester Environmental Laboratory (MEL) or Contract Lab
MEL is the USEPA Region 10 Environmental Laboratory. The Lab’s physical address is:

7411 Beach Drive E,
Port Orchard, WA 98366

For these inspections, MEL (or a contract lab) is responsible for the following tasks:

providing “certified clean” sample containers and preservatives,

performing analysis of samples,

data generation, reduction, review and verification

submission of analytical results, data print-outs (if requested) and QC summary results

In the event that turbidity analysis cannot be performed in the field, a sample may be collected for
analysis by MEL. In some cases, samples may need to be shipped to sub-contracted commercial or
State labs due to sample holding time issues or laboratory availability.

1.3 Problem Definition/ Background
1.3.1 Background

The Federal and State National Pollutant Discharge Elimination System (NPDES) program monitor and
regulate the discharge of pollutants from point sources to waters of the United States. Facilities
regulated under the Industrial Stormwater General Permit are point sources, as defined by the CWA
[Section 502(14)]. For the purposes of this plan, these regulated facilities will be referred to as:
“Industrial Stormwater Facilities”. A wet weather initiative for fiscal year 2012 will be implemented
for EPA inspectors to conduct NPDES inspections at Industrial Stormwater Facilities. The main goal
of this initiative is to conduct the inspections during rain events in order to locate and collect observable
discharges running off the site.

The purpose of this Quality Assurance Project Plan (QAPP) is to provide EPA Credentialed Inspectors
from the Office of Compliance and Enforcement (OCE), Region 10 State Operations Offices and the
Office of Environmental Assessment (OEA) with a basic Plan that will address the Data Quality
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Objectives (DQO) required for these Industrial Stormwater Facility site-specific project inspections and
provide guidelines on sample collection, sample documentation, analytical methods, and data validation
and interpretation of data deliverables. This document was prepared in compliance with the EPA
Policy CIO 2106.0, October 20, 2008 and the Agency QA document QA-G5, “Guidance for Quality
Assurance Project Plans™, Final Version: December, 2002.

1.3.2 Objectives/Scope

Determine compliance of observable discharges from Industrial Stormwater Facilities during wet
weather events with the Clean Water Act through the collection of samples of opportunity from the
facilities inspected. For the purposes of defining the sampling and analytical of this wet weather
initiative, facility types have been placed in the following 4 categories in accordance with the Industrial
Stormwater General Permit. These are:

e Food & Chemical (Chemical & Allied Products, Food & Kindred Products)

e Metals & Auto (Primary Metals, Metals Mining, Auto Salvage & Scrap Recycling, Metals
Fabrication)

e Hazardous Waste (Hazardous Waste Treatment, Storage & Disposal Facilities and Dangerous
Waste Recyclers subject to provisions of Resource Conservation & Recovery Act Subtitle C)

e Timber (Timber Product Industry, Paper & Allied Products)

1.4 Project/ Task Description and Schedule
1.4.1 Project/Task Description

This Generic QAPP is developed for the purpose of supporting (announced or unannounced) Industrial
Stormwater inspections that may be performed as part of the NPDES program. Analysis for pH and
turbidity in addition to observations for flow, oil sheens and dye tests will be conducted on-site by the
inspector. Samples for metals and PCB determinations will be analyzed by MEL or a sub-contracted
commercial lab. The sub-contracted lab must be accredited and /or certified by a recognized accrediting
authority such as NELAP or the Washington State Department of Ecology accrediting program.
Samples for other parameters, if needed, will be analyzed by MEL or a sub-contracted commercial lab.
All of the analyses will be performed in accordance with the analytical methodologies and QC
requirements specified in Table 3 - Data Quality Objectives Summary of this Generic QAPP. See the
sample collection section and specific analyses that will be performed.

1.4.2 Schedule of Tasks

Table 1 — Activity Schedule and Tentative Start and Completion Dates

Activity Estimated Start Date Estimated Completion Date
Submit ISSSIP to RSCC / Receive Sample IDs, etc. 2-4 weeks prior to field mobilization

Mobilize to Sites

Sample Collection See 1S-SSIP

On-site Analysis of Samples

Data Review/Verification/Reporting data to Inspector 8 Weeks after receipt of samples

Target Completion Date TBD by Inspector / Program
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1.4.3 Industrial Stormwater Site-Specific Inspection Plan (ISSSIP)

This Industrial Stormwater generic QAPP shall cover the QA requirements of all Wet Weather
initiative Industrial Stormwater inspections performed by EPA inspectors within Region 10. After
program and RQAM approval of this generic QAPP, the inspectors are only required to fill-out the
summary of this generic QAPP called the “Industrial Stormwater Site-Specific Inspection Plan
(ISSSIP)”. The ISSSIP is a two-page summary of the sampling, analysis and QA requirements that
may be performed during facility inspections. The ISSSIP lists the following required information:

e Name of facilities inspected,

e Name of the inspector and contact information,

e Approximate number of samples that will be collected (Table 3),
e Chemical parameters identified for laboratory analysis (Table 3)

The Data Quality Objectives Summary in Table 3 is also a part of the ISSSIP. The inspector(s) check
mark the parameters listed in Table 3 applicable to the samples of opportunity collected from the types
of facilities inspected. A completed ISSSIP is submitted to the RSCC 2-4 weeks prior to sample
collection in order to allow for adequate time to reserve laboratory space and the assignment of a
project code, sample IDs and filing. The first page of ISSSIP contains the project, the account code,
EPA sample numbers assigned for inspection, list of facilities inspected, address, contact person and
phone number, the names of inspectors conducting the inspection and their respective environmental
organization affiliations, the total number of samples collected per facility, and the parameters that were
determined. The second page of ISSSIP is the Table 3 — the Summary of Data Quality Objectives
listing the number of samples collected, parameters for analysis, analytical procedures and
methodologies and the precision, accuracy and other DQO requirements for analysis. If applicable,
Attachment 1 and 2 (Sample Alteration and Corrective Action Forms), may also be included with the
ISSSIP. The ISSSIP is submitted to the QA Office for review and approval before a scheduled
sampling event or immediately after collecting samples of opportunity. A blank 2 page ISSSIP to be
filled out and submitted by the inspectors is attached In Appendix A of this Generic QAPP.

1.5 Data Quality Objectives and Criteria for Measurement Data

Data Quality Objectives (DQOs) are the quantitative and qualitative terms inspectors and project
managers use to describe how good the data needs to be in order to meet the project’s objectives.
DQOs for measurement data (referred to here as data quality indicators) are precision, accuracy,
representativeness, completeness, comparability, sensitivity and measurement range. The overall QA
objective for analytical data is to ensure that data of known and acceptable quality are provided. To
achieve this goal, data must be reviewed for 1) representativeness, 2) comparability, 3) precision, 4)
accuracy (and bias), 5) completeness and 6) sensitivity. Precision, accuracy, sensitivity, completeness,
sample representativeness and data comparability are necessary attributes to ensure that analytical data
are reliable, scientifically sound, and legally defensible. Each analytical result or set of results
generated should be fully defensible in any legal action, whether administrative, civil, or criminal.

Precision: The precision of each test depends on the number of tubes used for the analysis. Samples in
duplicate will be analyzed on a 10 % frequency (1 per 10 samples collected). The precision is
evaluated using the Relative Percent Difference (RPD) values between the duplicate sample results.

Accuracy: Accuracy and bias will be evaluated by the use percent recovery (%R) of the target analyte
in spiked samples and also the recoveries of the surrogates in all samples and QC samples.
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% Recovery = SQ - NQ x 100
S

SQ = quantity of spike or surrogate found in sample
NQ = quantity found in native (un-spiked) sample
S = quantity of spike or surrogate added to native sample

Representativeness is the degree to which data from the project accurately represent a particular
characteristic of the environmental matrix which is being tested. Representativeness of samples is
ensured by adherence to standard field sampling protocols and to standard laboratory methods and
protocols.  The design of the sampling scheme and number of samples should provide a
representativeness of each matrix or product of the chemical processes being sampled.

Comparability is the measurement of the confidence in comparing the results of one sampling event
with the results of another achieved by using the same matrix, sample location, sampling techniques
and analytical methodologies.

Completeness: Completeness is the percentage of valid results obtained compared to the total number
of samples taken for a parameter. Since sampling from inspections are usually grab and limited in
number of samples, the number of valid results obtained from the analyses are expected to be equal or
better than 95%. Percent completeness may be calculated using the following formula:

% Completeness = # of valid results x 100
# of samples taken

Sensitivity is the capability of a method or instrument to discriminate between measurement responses
representing different levels of the variable of interest. Field and laboratory measurements need to have
the required sensitivity to allow for an evaluation of the data against the applicable regulatory criteria.

The QA objectives outlined, above, will be evaluated in conjunction with the data validation process.
1.6 Special Training Requirements/Certification

Inspectors are required to complete the 24-hour Basic Health and Safety training. The inspectors will
obtain a basic health and safety training certification from the 24-hour training which should be
maintained current by attending an 8-hour safety training refresher course every year. The inspectors
must also have a signed and current “credential” certifying the bearer as “Authorized to Conduct
Investigations and Inspections Pursuant to All Federal Laws Administered by the United States
Environmental Protection Agency”. All of the training courses listed above are provided by EPA
Region 10. Furthermore, sampling and sample documentation skills are also assured by the
“mentoring” provided by the senior inspectors in the field.

The laboratories performing the sample analysis for this program are NELAP and/or State accredited.
Chemists performing the analytical work for this project have extensive knowledge, skill and
demonstrated experience in the execution of the analytical methods being requested.
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1.7 Documentation and Records

Complete documentation for inspections may include but is not limited to the following forms, which
have to be completed and collated by the EPA Inspector:

Investigation Report

Records Inspection Checklist

Chain of Custody Logs

Record of Sampling

Laboratory Analysis Reports

Photographs, Sketches, Paper Copies, Chemical Labels, MSDS, Application Records or other
documentation.

Investigators will maintain field notes in a bound notebook and all documents, records, and data
collected will be kept in a case file and submitted to the program office with the final inspection report.

The following documents will be archived at the Manchester Environmental Laboratory or the
designated laboratory performing the analysis: (1) signed hard copies of sampling and chain-of-custody
records (2) electronic and hard copy of analytical data including extraction and sample preparation
bench sheets, raw data and reduced analytical data.

The laboratory will store the above records, data, and other analytical documentation as per their
established SOP.

2.0 Measurement/ Data Acquisition
2.1 Sampling Process Design (Experimental Design)

Prior to compliance inspections, the EPA Inspector will review and evaluate facility files, if available,
which may include facility background information, historical ownership, facility maps depicting
general geographic location, property lines, surrounding land uses, a summary of all possible source
areas of contamination, a summary of past permits requested and/or received, any enforcement actions
and their subsequent responses and a list of documents and studies prepared for the facility, records and
inspection reports from previous compliance site visits.

Based on the data and visual inspection of the facility, samples of opportunity on an “as needed” basis
will be collected for analysis to characterize the pollutants and determine if they are in compliance with
the Clean Water Act.

2.2 Inspection and Sample Collection Procedures
2.2.1 Health and Safety

Inspectors visiting Industrial Stormwater facilities need to be aware of the physical hazards of these
facilities. Sharp objects imbedded in walking areas, heavy auto parts, precarious stacks of material and
heavy moving equipment all present physical hazards which inspectors need to consider upon entry.
Boots with steel toes and shanks are highly recommended. Other considerations such as the use of
nitrile gloves, hard hats, ear protection, orange vests and safety glasses are also recommended.
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2.2.2 Location

Inspectors should use the Global Positioning System receiver (GPS) for documenting locations of
facilities inspected. A calibrated GPS instrument can be checked out through Mr. Matt Gubitosa of the
Environmental Characterization Unit, OEA, phone number: (206) 553-4059.

2.2.3 Sample Collection

Sample collection methods can vary between standard operating procedures used by samplers and
different conditions encountered in the field. The following is provided as general guidance for
samplers. Samplers should document in their field records the actual method used during sample
collection.

If samples are collected manually, nitrile gloves should be worn to protect the sampler. Also, the use of
safety glasses should be considered. Additional safety information should be covered in a site safety
plan or pre-inspection safety briefing.

When a discharge point is identified, the sampler should consider collecting, when possible, samples at
a minimum of one collection point. This collection point should be obtained at the discharge point.
More sample collection points may be collected by the inspectors if necessary.

To the extent possible, take the sample by holding the bottle near its base in the hand and plunging it,
neck downward, below the surface. Use an extension pole if needed to keep from walking into the
effluent stream and stirring up the sampling area. Turn bottle until neck points slightly upward and
mouth is directed towards the current. If there is no current, create a current by pushing bottle forward
horizontally in a direction away from the hand. After collection, carefully recap the sample bottle
securely. Sample bottles do not need to be filled to the rim. DO NOT RINSE any sample bottles for
collection of waters.

Soil and/or sediment samples should be collected using a dedicated stainless steel spoon and mixing
bowl. These samples are carefully placed in wide mouth glass container and capped.

The sample containers should be labeled with:

Regional Sample Identification Number
Date & Time of Sample Collection
Sampler’s name

Project Code

Preservative used

Type of analysis

This information should be written on the label using an indelible, waterproof ink. Sample containers
should be placed individually in sealed plastic bags and stored on ice immediately following collection
until lab receipt and custody relinquishment is complete. Proper chain of custody procedures must be
followed at all times.

If analysis of additional parameters is needed in a specific case, additional sample containers may be
needed. Required sample volume, container type, preservation techniques, and holding times for
parameters likely to be sampled are included in (Table 3). Inspectors should use their discretion and the
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Facility Types (Table 3) to determine which parameters should be used to document violations at a
particular facility and are encouraged to discuss this with the NPDES Compliance Program
representatives and laboratory/RSCC in order to ensure proper collection and preservation.

2.2.4 Sample Collection Equipment

Equipment needs will vary from inspection to inspection. The list in Table 2 (below) provides
suggestions to be considered prior to leaving for the field.

Table 2 — Suggested Sample Equipment for Industrial Stormwater Field Inspections

General Safety Emergency
Inspector Credentials Water Proof Boots (steel toe/shank) First Aid Kit
Field Notebook Rain gear Phone numbers
Camera Rubber, Latex or Nitrile gloves Cell Phone
Global Positioning System Receiver (GPS) Soap, towels, and water for washing hands
Waterproof Pens & Markers Ear protection
Clipboard Eye protection
flashlight Hard hat

Extension Sampling Pole
Sample containers
Bubble wrap

Ice Chest

Extra Set of Coveralls

2.2.5 Shipping Requirements

All of the samples are hand-delivered to the laboratory analyzing the samples. Samples for laboratory
analysis will be hand-delivered to the MEL within the prescribed holding times. Sufficient ice must be
provided to ensure that samples remain cold until received and processed by the laboratory.

2.2.6 Decontamination Procedures @

Samples will be collected using dedicated clean sampling devices and sample collection gear.
Sampling devices and sample collection gear such as rain gear, rubber boots and gloves will be cleaned
and decontaminated as appropriate using a phosphate-free detergent. Inspectors will follow the proper
health and safety procedures when collecting and handling samples to minimize or avoid
contamination.

2.3 Analytical Methods Requirements

Measurement parameters for the Industrial Stormwater facility inspections may be conducted in the
field and/or by the laboratory. Analytical methods have been selected that meet the applicable NPDES
regulatory requirements (40 CFR 136). Table 3 -Data Quality Objective Summary lists the parameters
that can be measured under this plan, the accuracy, precision, sensitivity, preservation, and holding time
requirements.

2.4 Quality Control Requirements

Quality Control procedures for analyte measurements will be according to the requirements specified in
the method that will be used in the analysis.
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2.5 Instrument/Equipment Testing, Inspection and Maintenance Requirements

Field and laboratory personnel will follow their standard operating procedures for any preventative
maintenance required on laboratory instruments or systems used for this project. For field
instrumentation, a citation of the SOP should be noted in the field logs.

2.6 Instrument Calibration and Frequency

Field maintenance and calibration will be performed where appropriate prior to use of the instruments
and in accordance with the applicable Region 10 Standard Operating Procedure. The laboratory will
follow the calibration procedures found in the methods listed in Table 3 or in the laboratory’s SOPs.
For field pH, a second source standard will be used to verify instrument calibration prior to use and at
the end of the day.

2.7 Inspection/Acceptance Requirements for Supplies and Consumables

Sample bottles will be appropriately cleaned as per MEL SOP MIGOO1A or certified clean from the
supplier. Inspectors will make note of the information on the certificate of analysis that accompanies
sample jars to ensure that they meet the specifications and guidance for contaminant free sample
containers.

2.8 Data Acquisition Requirements (non-Direct Measurements)

All monitoring data collected under this Generic QAPP will be primary data (collected by EPA). No
secondary (existing) monitoring data must be acquired for these inspections.

2.9 Data Management

A field log notebook, photos, GPS location data and the Field Sample and Chain of Custody Data
Sheets will be used to document the sampling and inspection activities. For each sample location, the
following will be recorded in the notebook:

Facility Name & Address

Regional Sample Identification Number

Date & Time of Sample Collection

Physical Description of each Sample Collection Point
Weather Conditions

Color of Sample (water)

Sample Matrix (water, soil, sediment)

Sample Appearance

Applicable Field Measurements

The Field Sample and Chain of Custody Data Sheets will have the following information:

e Facility Name

e Project Code

e Regional Sample Identification Number
e Date & Time of Sample Collection

e Sampler’s name & initials
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e Sample Location

If applicable, a suffix | -FD will be appended to the sample identified as the field duplicate. For fixed
laboratory analyses, field duplicates will be assigned a separate unique sample identifier and will be
submitted ‘blind’ to the analytical laboratory. Analytical duplicate results will be reported with a
trailing -DU (analytical duplicate) or D.

All inspection reports including those for potential enforcement cases will be completed within a
timeframe agreed to between the Inspector and Program. Validated laboratory results and interpretation
(if necessary) will be appended. Reports will be maintained as enforcement confidential documents
until release is approved by the USEPA Office of Regional Counsel (ORC). Photographs and other
supporting data along with the inspection report will be used to determine NPDES compliance.

All laboratory analytical data generated in support of these inspections will be processed, stored, and
distributed according to laboratory’s SOPs.

3.0 Assessment/Oversight
3.1 Assessments and Response Actions

The inspector will be responsible for reviewing field log notebooks for accuracy and completeness
within 48 hours of each inspection. Sample results provided to the inspector by the laboratory will be
appended to the inspection reports. The inspector will compare the sample information in the field log
notebooks with the analytical results appended to the inspection report to ensure that no transcriptions
errors have occurred.

RPDs between field duplicate and analytical duplicate measurements will be calculated by the
laboratory. RPD’s greater than the project requirements will be noted in the inspection report.

Laboratories routinely perform performance checks using different program specific quarterly blind and
check standards. Each method of analysis requires specific QA/QC runs that must be complied with by
the laboratory performing the analysis. An internal review and verification of the data and results are
also routinely conducted by the appropriate supervisors and the Laboratory QA Coordinator. No
additional audits will be performed on the laboratory for this project.

Corrective action procedures that might be implemented from QA results or detection of unacceptable
data will be developed if required and documented in Attachment 2.

3.2 Reports to Management

Only the data review & verification reports with the properly qualified data shall be provided by the
laboratory to the inspectors. If, for any reason, the schedules or procedures above cannot be followed,
the EPA Inspector must complete the Attachment 1- Sample Alteration Form (SAF). The SAF should
be reviewed and approved by the QAO. The laboratory should be given a copy of the QAO approved
SAF for reference and project file.
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4.0 Data Validation and Usability
4.1 Data Review, Validation, and Verification Requirements

The criteria for the validation will follow those specified in this QA plan and the criteria specified in the
methods.

4.2 VValidation and Verification Methods

All data generated shall be reviewed and verified in accordance with the QA/QC requirements specified
in the methods, and the technical specifications outlined in the QAPP. The summary of all analytical
results will be reported to the EPA Inspector. The raw data for this project shall be maintained by the
laboratory. Data review will be performed by the laboratory for all the analyses prior to the release of
data (which will occur approximately 8 weeks after receipt of samples). The laboratory will also
archive the analytical data into their laboratory data management system.

4.3 Reconciliation with User Requirements

All data and related information obtained during the course of this project will be included in a data
report package.
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Table 3 — Industrial Stormwater Generic QAPP Analytical Data Quality Objectives Summary
#of Field QA| MS/MSD
: Samples: Samples . - _ Holding
Analytical Number 01f Dups / Blanks p Matrix Method N_Iephod Repqrtl_ng Accuracy Precision |Complete Preservation Volume, Time
Group Samples (10% dup or (5% or Limits (Sensitivity) (RPD) ness Container (days)
1 per day) 1/20 samples)
ALL INDUSTRIAL STORMWATER GENERAL PERMIT FACILITIES - Laboratory Measurements
Total & Dissolved Metals?- No Hg Y water 200.8 see footnote? 75-125% +20RPD 95% | HNOs to pH<2, Cool on Ice < 6°C 1 Liter (P)? 180 days
Total Hardness as CaCO3 (Calc.) Y water SM 23408 0.30 mg/L 75-125% +20RPD 95% [ HNOs to pH<2, Cool on Ice < 6°C 1 Liter (P)? 180 days
FOOD & CHEMICAL FACILITIES - Laboratory Measurements
Biological Oxygen Demand Y NA water SM 5210B 4 mglL 75-125% +20RPD 95% Cool onIce < 6°C 1 Liter (P, G) - FULL 48 Hours
Nitrate/Nitrite as Nitrogen Y Y water 353.2 0.1 mg/L 75-125% +20RPD 95%  |H2S04 to pH<2, Cool onIce < 6°C 28 days
1 Liter (P) - combine in 1 bottle
Total Phosphorus Y Y water 365.1 0.1 mg/L 75-125% +20RPD 95%  |H2SO4 to pH<2, Cool on Ice < 6°C 28 days
METALS & AUTO FACILITIES - Laboratory Measurements
Total & Dissolved Hg? Y water 245.1 0.2 ug/L 75-125% +20RPD 95% HNO3 to pH<2, Cool on Ice < 6°C | NONE: Included in TM/DM 1L(P) 28 days
Metals? (including Hg) Y sediment 200.7/ 7471B 0.2-10 mg/kg 75-125% + 20RPD 95% Cool on Ice < 6°C 4 0z. wide mouth (G) 180 days / Hg 28 days
N ) ) . o 2x500mL amber (G) Teflon lined
TPH-Diesel Range (plus motor oil) Y Y water NWTPH-Dx 0.25 mg/L 50-150% +35RPD 95% Cool on Ice < 6°C cap, HXB00mL for samples with QC 7 days
water 30 g/ L . 2x40mL clear vials Teflon lined cap, 14 davs to extract/
PCBs Y Y 8082 50-150% |  +35RPD 95% Coolonlce <6°C 5x40mL for samples with QC Y .
) - - 40 days to analysis
sediment 0.1 mglkg 8 0z. wide mouth (G))
HAZARDOUS WASTE FACILITIES - Laboratory Measurements
TSS Y NA water 1-3765-85 2mg/L NA +20RPD 95% Cool on Ice < 6°C 1 Liter (P) - FULL 7 days
Total & Dissolved Hg? Y water 2451 0.2 pg/L 75-125% + 20RPD 95% HNO3 to pH<2, Cool on Ice < 6°C | NONE: Included in TM/DM 1L(P) 28 days
Metals? (including Hg) Y sediment 200.7/7471B 0.2-10 mg/kg 75-125% +20RPD 95% Cool on Ice < 6°C 4 0z. wide mouth (G) 180 days / Hg 28 days
. . 2x500mL amber (G) Teflon lined
- - - 0/ 0, o
TPH-Diesel Range (plus motor oil) Y Y water NWTPH-Dx 0.25 mg/L 50-150% +35RPD 95% Cool on Ice < 6°C cap, 5x500mL for samples with QC 7 days
TIMBER FACILITIES - Laboratory Measurements
TSS Y NA water |-3765-85 2mg/L NA +20RPD | 95% | Cool onIce < 6°C 1Liter (P) - FULL 7 days
ALL INDUSTRIAL STORMWATER GENERAL PERMIT FACILITIES - Field Measurements
Turbidity Y NA water 180.1 0.1NTU NA +20RPD 100% Cool on Ice < 6°C 100 ml P, G 48 hours
pH Y NA water 4500-H+ B 0.1 pH units NA +0.5pH Units |  100% Not Required 100ml P, G Analyze Immediately
Oil Sheen NA NA water NA Visible NA NA NA NA NA Onsite observation

*All samples must be collected as grabs. Sample containers for water cannot be rinsed with sample water (fill once to the top of the neck, then cap immediately).
1. Sample number includes QA samples and Matrix Spike / Matrix Spike Duplicate (MS/MSD) samples listed in the next two columns. P,G - Plastic, Glass.

2-Priority Pollutant metals (water reporting limits in pg/ L): antimony (1.0), arsenic (1.0), beryllium (0.1), cadmium (0.2), chromium (2.0), copper (2.0), lead (0.5), mercury (0.2), nickel (0.5), selenium (2.0), silver (1.0), thallium
(1.0), zinc (3.0). Samples for Dissolved Metals analysis must be filtered (0.45 micron) within 15 minutes of collection.
3~ Samples for Total Hardness and Total Metals /Mercury analysis may be combined into one 1L (P). This does not include Dissolved Metals samples.




Industrial Stormwater Inspection Generic QAPP
Appendix A: Site Specific Inspection Plan (I1S-SSIP)

This 1S-SSIP will be prepared and used in conjunction with the Generic Industrial Stormwater Inspection QAPP for collecting samples
of opportunity during announced and unannounced inspections. Please refer to the Generic QAPP for specific details regarding I1S-SSIP.

Project Account Code* Sample Numbers* EPA Inspectors/Phone Numbers/Mail Stop

*As assigned by RSCC, one per facility inspected. Sample numbers are assigned according to the week number of collection.

COOPERATING AGENCIES/PARTIES INVOLVED:

Contact Person Agency Phone Number

FACILITY INFORMATION

Facility Name Address Contact person E-mail/phone Number

TENTATIVE PROJECT SCHEDULE

Activity Est. Start Date Est. Completion Date Comments

Mobilize to Site

Sample Collection

Laboratory Receipt of Samples

Final data delivery normal TAT is 8wks from

Target Completion Date sample receipt.

DATA DISTRIBUTION

Name and Mail Stop Electronic Hard Copy

Concurrence with the 1S-SSIP:

RSCC/QA Reviewer: Date:
Printed Name and Signature

Inspector: Date:
Printed Name and Signature

Instructions
Submit both pages of the IS-SSIP to the RSCC for laboratory coordination/sample humbers/project information and to the QAO for
review and concurrence. Complete, sign, and Email the IS-SSIP to the EPA R10 RSCC,_Crawford.Jennifer@epa.gov (206-553-6261)
or to the back-up RSCC Matheny.Don@epa.gov when needed (206-553-2599).
Note RE Page 2 of the IS-SSIP - Table of DQOs: Do not remove analytes from this table. Fill in the number of samples (column 2)
for each applicable analysis/matrix. If the number of samples (column 2) is left blank for a particular analysis, the RSCC/QAO and
lab will presume that the analysis is not required for the inspection.

Industrial Stormwater Inspection Generic QAPP (Nov. 2011) - IS-SSIP Page 2
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Industrial Stormwater Inspection Generic QAPP: Site Specific Inspection Plan (I1S-SSIP)
IS-SSIP Analytical Data Quality Objectives Summary Table*

#of Field QA | Ms/MSD
. Samples: S | . . HoIding
Analytical Number of amples . Method Method Reporting Precision |Complete- . Volume, )
Group Samples! D(Ligus/o/ dBJSTrS (5% or Matrix eino Limits (Sensitivity) Accuracy (RPD) ness Preservation Container (Eg;:)
1 per day) 1/20 samples)
ALL INDUSTRIAL STORMWATER GENERAL PERMIT FACILITIES - Laboratory Measurements
Total & Dissolved Metals?- No Hg Y water 2008 see footnote? 75-125% +20RPD 95% | HNOs to pH<2, Cool on Ice < 6°C 1 Liter (P)? 180 days
Total Hardness as CaCO3 (Calc.) Y water SM 2340B 0.30 mg/L 75-125% +20RPD 95% HNO3 to pH<2, Cool on Ice < 6°C 1 Liter (P)? 180 days
FOOD & CHEMICAL FACILITIES - Laboratory Measurements
Biological Oxygen Demand Y NA water SM 52108 4mg/L 75-125% + 20RPD 95% Cool on Ice < 6°C 1 Liter (P, G) - FULL 48 Hours
Nitrate/Nitrite as Nitrogen Y Y water 3532 0.1 mg/L 75-125% + 20RPD 95%  |H2S04 to pH<2, Cool on Ice < 6°C 28 days
1 Liter (P) - combine in 1 bottle
Total Phosphorus Y Y water 365.1 0.1 mg/L 75-125% +20RPD 95%  |H2S04 to pH<2, Cool onIce < 6°C 28 days
METALS & AUTO FACILITIES - Laboratory Measurements
Total & Dissolved Hg? Y water 245.1 0.2 ug/L 75-125% +20RPD 95% HNO3 to pH<2, Cool on Ice < 6°C | NONE: Included in TM/DM 1L(P) 28 days
Metals? (including Hg) Y sediment 200.7/7471B 0.2-10 mg/kg 75-125% +20RPD 95% Cool on Ice < 6°C 4 oz. wide mouth (G) 180 days / Hg 28 days
) ! o 2x500mL amber (G) Teflon lined
TPH-Diesel Range (plus motor oil) Y Y water NWTPH-Dx 0.25 mg/L 50-150% +35RPD 95% Cool onlce < 6°C cap, 5x500mL for samples with QC 7 days
2x40mL clear vials Teflon lined cap,
PCBS y v water 2082 30 pg/L pass + 35RPD 95% Cool on Ice < 6°C 5x40mL for samples with QC ig jays :0 extrlactl/
sediment 0.1 mg/kg — 8 0z. wide mouth (G)) ays o analysis
HAZARDOUS WASTE FACILITIES - Laboratory Measurements
TSS Y NA water |-3765-85 2mg/L NA +20RPD 95% Cool onIce < 6°C 1 Liter (P) - FULL 7 days
Total & Dissolved Hg? Y water 245.1 0.2 pglL 75-125% + 20RPD 95% HNO3 to pH<2, Cool on Ice < 6°C | NONE: Included in TM/DM 1L(P) 28 days
Metals? (including Hg) Y sediment 200.7/ 7471B 0.2-10 mg/kg 75-125% + 20RPD 95% Cool on Ice < 6°C 4 oz. wide mouth (G) 180 days / Hg 28 days
. . o 2x500mL amber (G) Teflon lined
TPH-Diesel Range (plus motor oil) Y Y water NWTPH-Dx 0.25 mg/L 50-150% +35RPD 95% Cool on Ice < 6°C cap, 5x500mL for samples with QC 7 days
TIMBER FACILITIES - Laboratory Measurements
TSS Y NA water |-3765-85 2mg/L NA +20RPD | 95% | CoolonIce < 6°C 1Liter (P) - FULL 7 days
ALL INDUSTRIAL STORMWATER GENERAL PERMIT FACILITIES - Field Measurements
Turbidity Y NA water 180.1 0.1NTU NA + 20RPD 100% Cool on Ice < 6°C 100mIP, G 48 hours
pH Y NA water 4500-H+ B 0.1 pH units NA +0.5pH Units |  100% Not Required 100ml P, G Analyze Immediately
Oil Sheen NA NA water NA Visible NA NA NA NA NA Onsite observation

*All samples must be collected as grabs. Sample containers for water cannot be rinsed with sample water (fill once to the top of the neck, then cap immediately).
1. Sample number includes QA samples and Matrix Spike / Matrix Spike Duplicate (MS/MSD) samples listed in the next two columns. P,G - Plastic, Glass.

2-Priority Pollutant metals (water reporting limits in pg/ L): antimony (1.0), arsenic (1.0), beryllium (0.1), cadmium (0.2), chromium (2.0), copper (2.0), lead (0.5), mercury (0.2), nickel (0.5), selenium (2.0), silver (1.0), thallium (1.0),
zinc (3.0). For dissolved metals, water samples must be filtered (0.45 micron) within 15 minutes of collection.

Industrial Stormwater Inspection Generic QAPP (Nov. 2011) - IS-SSIP Page 2
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Industrial Stormwater Inspection Generic QAPP
Attachment 1 - Sample Alteration Form

Project Name and Number:

Sample Matrix:

Measurement Parameter:

Standard Procedure for Field Collection & Laboratory Analysis (cite reference):

Reason for Change in Field Procedure or Analysis Variation:

Variation from Field or Analytical Procedure:

Special Equipment, Materials or Personnel Required:

Initiators Name: Date:
Inspector: Date:
Quality Staff: Date:

Industrial Stormwater Inspection Generic QAPP (Nov. 2011) - IS-SSIP Page 3
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Industrial Stormwater Inspection Generic QAPP
Attachment 2 - Corrective Action Form

Project Name and Number:

Sample Dates Involved:

Measurement Parameter:

Acceptable Data Range:

Problem Areas Requiring Corrective Action:

Measures Required to Correct Problem(s):

Means of Detecting Problems and Verifying Correction:

Initiators Name: Date:
Inspector: Date:
Quiality Staff: Date:

Industrial Stormwater Inspection Generic QAPP (Nov. 2011) - IS-SSIP Page 4
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Executive Summary

Current water quantity conditions are assessed in the Green River Basin upstream from River Mile 23.8
(RM 23.8) where Mill Creek (Auburn), the last of the basin’s major freely-draining tributaries, enters the
Green. In the context of the large Green/Duwamish sub-basins described in other reports, this study
focuses on the upper Lower Green, the Middle Green, and the Upper Green River sub-watersheds. Water
quantity conditions are evaluated in terms of the monthly mean and 7-day low streamflows at selected
locations along the main stem channel and on major tributaries. Current conditions are further defined by
the status of land use, water withdrawals, and water exports in the watersheds upstream of each location
as of approximately Year 2000.

This report identifies and draws upon the many prior studies which have characterized water resources
and uses in the study area. An accompanying CD-ROM disk provides copies of recent digitally-
published documents including the December 2000 Habitat Limiting Factors and Reconnaissance
Assessment Report for the Green/Duwamish Watershed, the July 2001 Tacoma Water Habitat
Conservation Plan for the Green River, and the July 2001 Central Puget Sound Regional Water Supply
Outlook. The CD-ROM also includes scanned excerpts of other relevant documents which include water
supply plans and hydrogeological reports.

Streamflow statistics representing current conditions were determined for six sites on the main-stem
Green River from RM 63.6, just below Howard Hanson Dam, to RM 23.8, just below the confluence with
Mill Creek (Auburn). The main-stem channel sites correspond to the locations of active USGS stream
gages and major tributary inputs. Streamflow statistics for tributary streams were determined for Mill
Creek which joins the Green at RM 23.8, Soos Creek at RM 33.8, and Newaukum Creek at RM 40.7, and
for Covington and Jenkins Creeks which are tributaries to Soos Creek. These tributaries drain a
combined basin area of 106 square miles and account for 56% of the total study area downstream of the
Tacoma Diversion.

Streamflow statistics including the 50% and 90% exceedance values for 7-day low flows and mean
monthly flows were chosen to reflect the study context of managing water for both fish and people.
Statistics that emphasize low-flow conditions are of interest because low flows can be a limiting factor to
fish utilization of streams. It is during low flow that competition for water between fish and for people
becomes most critical. Average-flow conditions are also of interest because average flows are relevant to
a water budget which evaluates water supplies and demands over monthly and annual time frames in a
system with reservoir storage. The flow statistics are presented in Chapter 3.

Chinook, chum, coho, pink, and sockeye salmon and steelhead trout are all found within the study area.
Chinook salmon in western Washington, including those in the Green River, was listed as a threatened
species under the provisions of the Endangered Species Act on 1 November 1999, and is a focus species
for water management actions.

Chinook salmon are present within the Green River from the lower end of the study area to RM 61.
Anadromous salmon have been prevented from accessing the upper Green River above RM 61 since 1911
when a diversion dam was constructed by the City of Tacoma for its domestic water supply. Howard
Hanson Dam, built in 1963 by the US Army Corps of Engineers, is located 3.5 miles upstream from the
diversion. Juvenile Chinook salmon are planted above Howard Hanson Dam by the Muckleshoot Indian
Tribe to rear in the Upper Green River sub-watershed. The primary spawning areas for summer/fall
Chinook salmon in the study area are the mainstem Green River and major tributaries including Big Soos
Creek and Newaukum Creek.
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The Howard Hanson Dam is operated for Green River flood control and also to provide low flow
augmentation through management of a summer conservation pool of approximately 30,000 acre-feet.
Low flow augmentation is managed by the Army Corps of Engineers in consultation with the
Muckleshoot Indian Tribe, Washington Department of Fish and Wildlife, Tacoma Public Utilities, and
several other public and private organizations. Water management coordination meetings occur about
twice a month from spring through fall to balance the habitat needs of salmonids while accommodating a
variety of competing uses.

From the perspective of resource managers trying to meet water needs for fish in the mainstem Green
River, there is rarely enough water to meet all resource needs. Instream flow needs during the early
summer through fall conservation pool allocation period include: (1) protection of wild winter steelhead
redds through fry emergence, (2) adequate summer low flows for juvenile steelhead and salmon rearing,
and (3) sufficient flows for Chinook spawning. In the majority of years, none of these needs can be fully
met. Providing enough water for even one of these needs means compromising the others.

The flow regime on the mainstem Green River is expected to change from current (2001-2004) conditions
as a result of new procedures associated with the implementation of the City of Tacoma’s second
diversion water right. The exercising of that water right and initiation of revised practices are expected to
begin in late 2005. The revised practices will include increased withdrawals for municipal supply
combined with an additional 20,000 acre feet of water storage for summer withdrawals and new instream
flow commitments. Exercising the second diversion withdrawals include a guarantee by Tacoma Public
Utilities to provide minimum continuous instream flows in the Green River as measured at the Auburn
Gage. The minimum flows will vary with weather conditions during the summer months and will range
from 350 cfs in average and wet years to a minimum of 225 cfs in a severe drought year.

While storage-based streamflow augmentation is critical to maintaining adequate summer flows in the
Green River, reservoir refill operations also present a challenge. The late winter-spring period from late
February through May is important for salmon life stages, and the additional water storage project at
Howard Hanson Dam will require more aggressive refill rates which may impact habitat and life-stage
survival. Additional efforts and management techniques need to be developed to minimize downstream
impacts on fish during refill operations, particularly in years with low snow pack or dry spring conditions
when refill-period impacts would be most likely to occur.

Fishery resource managers have expressed the view that summer low flows and high water temperatures
in the mainstem Green River are a significant issue to habitat quantity and quality, and that protection and
restoration of river inflows are essential. The new instream flow guarantee associated with Tacoma’s
second diversion water right will provide some protection and should prevent recurrences of record low
flows as have been experienced in the past. In the low flow month of September, for example, the 7-day
low flow in the Green River at Auburn under current conditions has been less than 209 cfs in about 10%
of all years. Under the new operating procedures, the 7-day low flow will be guaranteed to not drop
below 225 cfs and is expected to be maintained at or above 250 cfs in 90% of all years.

The new instream flow obligations and guarantees do not affect flows in the streams which are tributaries
to the Green. They do, however, ensure that future Green River low flows at the Auburn control point
will be largely independent of (and unaffected by) changes to the flow regimes of the upstream
tributaries. For example, the flow obligations would require additional releases from the storage pool to
offset any future reduction in tributary low flows. If the tributary low flows should be increased or
improved, there could be a corresponding reduction in flow releases from the storage pool. The current
study quantifies the flows in the tributary streams, but does not include fish habitat or biological
assessments of the adequacy of those flows. If management actions are taken to improve low flows in the
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tributary streams, the flow benefits will be limited to the tributary channels and will likely not extend to
the mainstem channel.

The new instream flow obligations and guarantees will similarly ensure that future Green River low flows
will be largely independent of (and unaffected by) changes to groundwater interactions upstream of the
Auburn gage. Prior work has identified two reaches along the Green River with significant, concentrated
groundwater inputs. The first is in the vicinity of Auburn, where substantial quantities of groundwater
from the adjoining White River basin (WRIA 10) flow to aquifers connected to the Green River. The
second reach extends from RM 48 to RM 52, where several large springs flow into the Green River.
These springs, which include Icy Creek, Black Diamond and Palmer Springs, are believed to be the
discharge points from the adjacent Coal Creek and Deep Creek closed depression basins. Groundwater
inputs are perceived by resource managers as being important sources of the cool, clean water which is
essential for fish habitat.

Land use activities can have a direct and sometimes dramatic impact on streamflows. An assessment was
made of the existing and planned urbanization within the study area to provide an indicator of potential
past and future impacts to groundwater recharge and streamflows. The analysis does not specifically
quantify the effects of land use activities on streamflows and temperatures but does provide data which
are relevant to such an analysis. The lower portion of the study area is already heavily urbanized, with
the Soos, Jenkins, and Mill Creek (Auburn) sub-basins all having more than 30% impervious cover. A
land use change analysis based on satellite imagery of current conditions and land use zoning to predict
future conditions found that 18.5 square miles of new urban-density development is planned for areas that
are presently covered with forest, grass or bare soil. Approximately one half of this new development is
planned to occur in the Soos Creek basin including its tributaries, Jenkins and Covington Creeks.

Water management activities can also have a direct and sometimes dramatic impact on streamflows. An
assessment was made of the total extraction (withdrawals) and the total net water exports from the basin
above each flow analysis point. Water extraction in the study area is dominated by several large public
water supply systems which include Tacoma Water, Covington Water District, and the Cities of Auburn,
Black Diamond, Enumclaw, and Kent. For these and other specific users which were identifiable from
Department of Health and Department of Ecology records, actual source-specific monthly withdrawal
data were obtained for calendar year 2000 and aggregated by sub-watershed. Withdrawals for self-
supplied domestic, irrigation, commercial, and other uses were estimated. Potable water exports
(wholesale water sales) between utilities were estimated from differences in each utility’s Year 2000
Average Day Demand as reported in the Puget Sound Water Supply Outlook and the reported Year 2000
source withdrawals. Wastewater exports from each of the study basins were estimated from modeling
performed by the King County Wastewater Treatment Division.

A comparison of the managed water fluxes to the current condition streamflows found that managed
water impacts are discernable in all study basins. The largest impacts occur, expectedly, during low flow
conditions. The greatest impacts are in Covington Creek, then in Jenkins Creek, which are both
tributaries to Soos Creek which ranks third. On Covington Creek, the analysis suggests that extractions
and exports have, in combination, caused the natural-conditions median monthly flow in August and 7-
day low flows to be depleted by about 70% and 90% respectively. A net depletion of the flow in the
middle and lower Green River is also apparent, with extraction and export amounts ranging from about
10% of the total annual flow in 2000 to about 40% of the 7-day low flows. Of the studied streams, the
least affected is Newaukum Creek for which extraction and export amounts are equivalent to about 6% of
the mean annual flow in 2000 and about 20% of the 7-day low flows.

Eight alternative management actions are presented to stimulate discussion and consideration of options
for improving water quantity conditions for fish. These include: (1) land cover management of
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impervious surfaces and forest areas, (2) various water supply management techniques, (3) stream
morphology hydraulic restoration, (4) stormwater infiltration, (5) drought preparedness planning, (6)
preservation of functioning septic systems, (7) use of reclaimed wastewater, and (8) additional
agreements with Tacoma Water. These options could be pursued to varying degrees alone or in
combination in different geographic areas or sub-basins. No single action will solve the water quantity
problems that salmonids face in particular sub-basins or in specific years.

It is hoped that further work will take the next step of identifying specific reaches and time periods for
which achievable changes in available water quantity would perceptibly benefit or harm fish populations.
Such specificity will facilitate reasonable consideration of potential targeted actions to protect and
improve flows at those locations and times, and to cumulatively yield significant benefits for salmonids in
the Green River and its tributaries.
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1 Introduction

This report documents an assessment of current water quantity conditions in the Green River Basin,
performed as Task 3.3 of the WRIA 9 Strategic Assessment. The study area for the work is all portions
of the Green River Basin which are upstream from River Mile 23.8. That lower boundary was established
to be just downstream from where Mill Creek (Auburn), the last of the basin’s major freely-draining
tributaries, enters the Green. In the context of the large Green/Duwamish sub-basins described in other
studies, this study area for this work focuses on the upper Lower Green, the Middle Green, and the Upper
Green River sub-watersheds.

Figure 1.1 provides a location map showing the boundaries of the study area and the sub-basins addressed
in the analysis.

The assessment focuses on identification and characterization of significant surface and groundwater
linkages and inputs to the upper Lower, Middle, and Upper Green River and provides a coarse water
budget for people and fish in the study area. The technical work was performed in the broader policy
context of identifying opportunities to manage water resources and to limit degradation of important
sources of cool, clean water in the Green River.

Conceptual Approach

The conceptual approach for the water quantity assessment is to use best available information to
quantify: (1) the streamflows which currently exist at representative points of interest; (2) the geographic
extent of surface topography and groundwater basins tributary to those points; (3) the current state of
basin land development (basin imperviousness) above those points; and (4) current significant
consumptive water withdrawals from those same basins. The assessment also compiles best available
information to quantify: (5) the currently-authorized basin land use development above each point; and
(6) the currently-authorized significant water withdrawals from those same basins. Items (5) and (6)
incorporated currently-approved land use zoning and currently-certificated or approved water rights and
represent a “do nothing” scenario of future conditions.

The assessment does not attempt to re-create any “natural” flows which would have existed in pristine
basins without human intervention. Instead, the focus of the study is on actual streamflows which reflect
current conditions, and characterizes those flows using hydrologic statistics which are meaningful to fish
utilization and water balance assessments. The study also compiles information to qualitatively assess
whether basin buildout to currently-authorized land uses and full utilization of existing water
rights/certificates is likely to cause significant changes to the current streamflows. The results of these
assessments are used as the foundation for identifying water management opportunities.

Analysis Points and Sub-Basins

Twelve sub-basins and twelve corresponding streamflow analysis points were identified for this study in
consultation with the WRIA 9 Technical Committee. The analysis points correspond to the locations of
active stream gages on the mainstem Green River, stream gages near the mouths of major tributaries, and
the mainstem channel at major tributaries and at some intermediate points. Analysis points are located at
the downstream end of each of the study sub-basin areas shown on Figure 1.1. The analysis points are
described further in Chapter 3.
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Analysis Statistics

The analysis statistics selected for the current work were chosen in the narrow context of managing water
for both fish and people. Streamflow statistics that emphasize low-flow conditions were chosen because
low flows can be a limiting factor to fish utilization of streams. It is during low flows that competition for
water between fish and for people becomes most critical. The statistics also include average-flow
conditions because average flows are relevant to a water balance budget in which some storage is
available and which evaluates water supplies and demands over monthly and annual time frames.
Additional, complex flow statistics are expected to be produced later as a product of the King County
Normative Flow Studies project, in progress.

The analysis statistics selected to describe current conditions streamflows for each of the analysis points
are listed below.

7-day low flows, by month, long-term medians (50% exceedance).
7-day low flows, by month, 90% exceedance values.

Mean monthly flows, long-term medians (50% exceedance).
Mean monthly flows, 90% exceedance values.

b s

The analysis statistics selected to describe land use and water extraction conditions in the sub-basins
tributary to each point of analysis are listed below.

5. Current-conditions consumptive extraction from wells and diversions.
6. Future-conditions potential cumulative extraction based on outstanding water rights
certificates and claims for major urban purveyors.
7. Current conditions effective impervious area, from satellite imagery.
8. Future conditions effective impervious area per approved land-use zoning.
Green River Water Quantity Assessment 1-2 nhc

September 2005



e
{
s 311 ! §
2 FiEl i3 L
F LN g
3 Jilinliingl
IRIRER RN E
: 33 , 9
282 oot \ N 01T
!
i
il
!
' II!
|l
iH®
i
(i
Hike
il E{ﬂ
: il
E
SE8,8 i3
T
fazaz  id
il
2t
gimiliimi
EEEODOSCBEREE
Figure 1.1. Location Map (Placeholder for 11 x 17 color sheet)
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2 Summary Inventory of Existing Information

A large body of information exists to describe surface and ground water resources and fish populations in
the Green River Study Area. Additional studies by others are currently in progress to expand that body of
knowledge. The current work draws from the existing information base and, to the extent possible, is
coordinated with other known active studies. The intent is to not re-create (or ignore) relevant
information from previous work, and to not duplicate the products of other efforts in progress.

A summary list of active studies, published reports, and sources of data which were obtained for review is
provided below. A CD accompanying this report provides digital copies of those reports obtained
digitally from internet or agency sources. Most of the older reports, including groundwater studies and
water supply plans, are published only in hard-copy format and were obtained for review as loan copies
from King County and Ecology libraries.

Information Source Date | Contents Availability
Habitat Limiting Factors and Major ref.erel.lce. Prov1desl a current
. snapshot in time of the existing
Reconnaissance Assessment . . . .
. salmonid species and the habitat Digital
Report, Green/Duwamish and . .. .
12/2000 | conditions that limit the natural (copy included
Central Puget Sound Watersheds, . A
. . production of salmonids in the on CD)
by King County and Washington . .
Conservation Commission Green / Duwamish River watershed
and other areas within WRIA 9.
Tacoma Water Habitat Major reference. Documents . N
. . current, and proposed upper basin Digital
Conservation Plan Green River . . . .
. 07/2001 | withdrawals, negotiated instream (copy included
Water Supply Operations and Sy .
. flow guidelines, and discusses on CD)
Watershed Protection .
operations of Howard Hanson Dam.
Major reference. Assesses the
2001 Central Puget Sound state of municipal water supply and .
Regional Water Supply Outlook preliminary aquatic habitat instream Dlgltal.
’ 07/2001 . (copy included
by the Central Puget Sound Water flow needs in the
. . . on CD)
Suppliers’ Forum three-county region of Pierce,
Snohomish, and King Counties.
Recorded streamflow data at 42 CD includes
US Geological Survey Continuous Annual mainstem and tributary sites in the | station list, with
Daily Streamflow Data Green-Duwamish basin, various links to on-line
periods of record. data.
King County WRIA 9 Streamflow | Annual | Recorded recent streamflow data King County
Data (recent) | for many tributary streams. DNR
Four-volume report includes
City of Auburn 1999 groundwater modeling and non- Excerpts scanned
Hydrogeologic Characterization 1999 USGS streamflow data for sites on | as PDF file,
Report the Green and White Rivers in the included on CD.

vicinity of Auburn
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Information Source Date | Contents Availability
Provides an overview of basin Digital
Ecology Initial Watershed 01/1995 hydrolggy, instream flow . (copies included
Assessment, WRIAs 9 & 10 regulations, and consumptive use
on CD)
patterns
USGS Water Use Data Summary 1985, | Total annual water use, aggregated Dlglt.al (1995
by Hydrologic Unit 1990, | by groundwater vs surface water data included on
y 1995 source, and type of use, CD)
Five study sites were analyzed
Ecology, Green River Fish Habitat representlng approxupately 40 . Digital
70 miles of the Green River, excluding .
Analysis using the Instream Flow | 07/1989 . (copy included
Incremental Methodolo RM 0 to 12 (tidal influence) and on CD)
gy also excluding the gorge from RM
46 to 58.
USGS Water Supply Paper 1852, Good summary of surface water Scanned copy
Water Resources of King County, 1968 | and groundwater resources, included as PDF
Washington availability, and water use. file on CD
USGS Water Supply Bulletin No. Good documentation of geology
Excerpts scanned
28, Geology and Ground-Water and groundwater. Includes
. 1969 ! as PDF file,
Resources of Southwestern King estimates of groundwater flows and | .
. included on CD.
County summary of known springs.
Includes maps of groundwater flow
. in shallow aquifer system; analyses | Excerpts scanned
1%/?;152 f;lfnflo)ggy Ground Water 04/1991 | of groundwater in Green River as PDF file,
& Valley and in Covington upland included on CD.
(Soos, Jenkins, Covington Creeks) .
USGS Water-Resources Most recent and detailed mapping
Investigations Report 92-4098, of aquifers. GIS layers with Excerpts scanned
Occurrence and Quality of Ground 1995 | report’s spring locations and major | as PDF file,
Water in Southwestern King wells obtained for this study from included on CD.
County Steve Sumioka (USGS)
Discusses mining methods, shows
. . areas of know coal mines, but no Excerpts scanned
lg;r;clt\(/}liz;?v[\gaschcl)rlllitcotriloitate 1983 detail. Mines documented in area as PDF file,
P of Deep Creek, Coal Creek sub- included on CD
basins.
. . Data and technical memos. Very
King C(?unty Regional 2001- | large amounts of detailed data Tech Memos
Infiltration/Inflow (I/T) Control . .
o 2002 focusing on wet-weather, not low included on CD
Program, wet weather monitoring .
flow, periods.
Water sources include Clark, Kent,
. and Armstrong Springs, plus wells Excerpts scanned
City of Kent Water System Plan 1988 . . 2 as PDF file,
and interties to Water District 75 .
included on CD.

and Tukwila.
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Information Source Date Contents Availability
Water sources include wells or well
) .. fields at Ravensdale, Lake Sawyer,
gg;’rinféﬁgn\:ifste%v?cznsm stem 1994 | and Witte Road, with other wells aEgilc)%rgt;Tecanned
Planp y applications pending. Interties with included 0n’ cD
Cedar River Water and Sewer, and )
Water District No. 111.
Water is purchased from the City of
P diverted from the Cedar River to . ’
Plan . included on CD.
the Lake Youngs reservoir.
Water sources include springs
. . tributary to the White River and Excerpts scanned
\S:\;?t]e(r)i)ﬁl;bum Comprehensive 2001 several wells in aquifers associated | as PDF file,
with the White and Green Rivers. included on CD.
Interties to adjacent purveyors
City of Enumclaw 1993 Water sources include two wells Excerpts scanned
Comprehensive Water System 05/1994 (one as a standby source) and two as PDF file
springs. An intertie to Tacoma is . ’
Plan . included on CD.
available for emergency use.
Water source is a series of four
springs: the South Springs, Middle
City of Black Diamond Final Springs, North Springs, and Palmer | Excerpts scanned
Comprehensive Water System 2000 Springs. They are located high on | as PDF file,
Plan the south bank of the Green River included on CD.
and are collectively known as the
Black Diamond Springs.
Base water supply provided by an
Water District No. 111 of King intertie to the City of Auburn Lea Excerpts scanned
County Water System 1997 Hill reservoir. District uses six of as PDF file,
Comprehensive Plan its own eight wells to augment included on CD.
supply.
Models are being developed by
Various HSPF models for King County for a water quality . King County
. . 2004 assessment of the Green-Duwamish
tributary basins . DNR
Basin.
Spreadsheet model of mainstem Modehng of the mainstem Green Simulated future
. ) . River was performed by CH2M .
Green River after diversion and 2004 ) : . flows included
management Scenarios Hill for Tacoma Water’s Habitat on CD
& Conservation Plan
Monthly water use extraction data Recently monthly water extraction
from maior pUrvevors. by source recent | by major municipal users obtained | Included on CD
Jor putveyors, by by Ecology.
Water rights certificates, permits, Location information to nearest
and claims current section. Actual use status unknown Included on CD
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3 Current Condition Streamflows

3.1 Methods and Approach

The approach for the water quantity assessment is to use actual flow data where available to quantify
current streamflow conditions at representative points of interest. The focus of this effort is on low flows,
which are potentially a limiting factor for fish habitat, and monthly average flows, which reflect total
basin runoff and water availability. Current conditions streamflows are intended to represent the flow
regimes of about years 2001-2002, corresponding to the most recent basin land use analyses and recorded
streamflow data available for assessment. However, because statistical analysis methods require an
extended record of flows, the current conditions results are more realistically associated with land use and
water extraction practices over the past decade.

The flow regime on the mainstem Green River is expected to significantly change from current (2001-
2002) conditions as a result of the forthcoming implementation of the City of Tacoma’s' second diversion
water right. The exercising of that water right is scheduled to begin in the spring of 2005 and will mark
the beginning of revised flow management practices for the mainstem Green River. Those revised
practices include increased withdrawals combined with additional water storage capacity and new
instream flow regulations. To recognize this change in river management procedures, a second set of
flows statistics reflecting the anticipated future flow regime is developed for analysis points on the
mainstem Green River. These “future” flows may be more representative of near term future flows than
those determined for current conditions.

The scope of this study does not include estimation of the flows that would have existed in the basin
under a natural condition without human effects. The focus is on current conditions streamflows which
can be described with a high level of certainty based on recorded flow data and the results of simulation
models calibrated to recorded flow data.

Different methods were used to define current conditions streamflows for the mainstem river versus flows
in the major tributaries to the Lower/Middle Green River. Flows in the mainstem are significantly
influenced by storage at Howard Hanson Dam (HHD) and by City of Tacoma water supply withdrawals.
Flows in the major tributaries to the Lower/Middle Green River are not affected by flood control
operations but are significantly influenced by urbanization effects including land cover alteration and
water use. Flow regimes in both the main channel and the tributary streams have changed over time,
coincident with increasing basin development and evolving water management practices.

The methods used to characterize current conditions are described below.

o Current conditions streamflows for the mainstem Green River were determined by a direct
analysis of streamflows recorded by the USGS from 1964 to 2002. This corresponds to the
period in which Howard Hanson Dam, a flood control facility operated by the US Army Corps of
Engineers, has been in operation. River flow management practices (e.g. reservoir operations,
water supply withdrawals, etc.) have evolved over this period, and consideration was given to
adjusting the historical data to reflect the most current practices. However, no adjustments were
made due to available resources and the need to also assess a flow scenario to incorporate the

! Water supply for the City of Tacoma is provided by Tacoma Water. Tacoma Water is one of three operating
divisions of Tacoma Public Utilities, owned by the City. In this report, references to Tacoma, Tacoma Water,
Tacoma Public Utilities, and to the City of Tacoma are used interchangeably.
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anticipated effects of the City of Tacoma’s second diversion water withdrawals, scheduled to

begin in spring 2005.

o “Future” conditions streamflows for the mainstem Green River were determined using simulated
flow data developed for the Environmental Impact Statement and Habitat Conservation Plan for
the Tacoma Water second diversion water supply project. The simulated flow data were obtained
from CH2M Hill with Tacoma Water authorization and consist of Green River daily flows for the
period 1964 through 1995, adjusted for the effects of the second diversion project, the Howard
Hanson Dam Additional Water Storage project, and accompanying instream flow commitments
from a 1995 agreement between the Muckleshoot Indian Tribe and the City of Tacoma®.

o Current conditions streamflows for the major Lower/Middle Green River tributaries were initially
determined using data generated with HSPF simulation models calibrated to recently-collected
streamflow data. The HSPF models were used to simulate continuous flow hydrographs for the
50-year period from 1948 through 1998, based on the model calibration to current conditions.
However, due to model emphasis on storm runoff events and relatively poor calibration to low
flows, this approach was largely abandoned in favor of a direct evaluation of the available

streamflow data recorded since 1988.

Flow characteristics were evaluated for the twelve sites listed in Table 3.1. These include seven sites on
the mainstem Green River, and five sites on significant tributaries to the Lower/Middle Green. The
tributaries are Mill, Soos, and Newaukum Creeks which discharge to the Green River, and Jenkins and
Covington Creeks which are part of the Soos Creek basin. Figure 1.1 shows the basin areas upstream of

each of the twelve analysis points.

Table 3.1
Streamflow Analysis Points and Year 2000 Mean Flows
L River | Tributary | Basin Area Year 2000
Analysis Point . . . Mean Flow,
Mile | Basins Sq. Mi. ofs

MAINSTEM CHANNEL
Green River below HHD (USGS Gage 12105900) | 63.6 1 222 753 @
Green River near Palmer (USGS Gage 12106700) | 60.5 1-2 231 687 1V
Green River in Gorge 50.0 1-3 253 732 ©)
Green River below Icy Creek Springs 48.0 1-4 275 775 @
Green River below Newaukum Creek 40.7 1-6 310 847 ©
Green River near Auburn (USGS Gage 12113000) | 31.4 1-10 397 1,021
Green River below Mill Creek 238 | 1-12 419 1,066
MAJOR TRIBUTARIES TO LOWER/MIDDLE GREEN
Newaukum Creek near Black Diamond 0.9 6 27.1 470
Covington Creek nr Mouth (Soos RM 2.9 tributary) | 1.2 7 21.5 25
Jenkins Creek nr Mouth (Soos RM 4.1 tributary) 0.4 8 15.9 30 @
Soos Creek near Mouth 1.1 7-9 66.3 95 M
Mill Creek at SR 181 (near Mouth) 0.3 12 12.3 179

Source of flow data: (1) USGS Gage; (2) King County Gage; (3) Interpolated Value; (4) HSPF Simulation

? Details of the instream flow requirements under the 1995 agreement are presented in Section 3.2.2.
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3.2 Mainstem Green River

Green River flows have been significantly altered by past and ongoing human activities including major
diversions, consumptive withdrawals, and flood control activities. For context, brief summaries of these
activities are provided below.” Flow statistics are provided following the summaries of major historical
alterations and a description of Green River flow management activities by Tacoma Water and the US
Army Corps of Engineers.

3.2.1 Chronology of Major Alterations

Significant historical changes to the Green River basin include the events summarized below.

e 1851: European settlement begins in the Duwamish River. Prior to settlement, the Green River
was tributary to the White River, and the Duwamish River began at the confluence of the White
River and the Black River at Duwamish (Green) River Mile 11.

e 1906-1911: White River is diverted from the Duwamish Basin to the Puyallup River, reducing the
Green River watershed area by 30 percent. The original confluence of the White and Green
Rivers was near Auburn. Under current conditions some groundwater flow from the White River
basin continues to discharge to shallow aquifer of the Green River valley in the vicinity of
Auburn (at about RM 35). The groundwater flow is intercepted by the Green River and
converted to surface flow along a channel reach extending approximately from upstream of
Auburn at RM 35 to the Mill Creek confluence at RM 23.

e 1913: City of Tacoma begins diverting water from the Green River to provide water for homes
and industry. Anadromous salmonids blocked from Upper Green River sub-watershed since 1911
when construction for the diversion began.

e 1912-1916: Black and Cedar Rivers are diverted from the Duwamish Basin to Lake Washington
to improve navigation, further reducing watershed area by 40 percent from its original size. The
original confluence of the Black and Green Rivers was near Renton at Green River RM 11.
Under current conditions, Springbrook Creek drains to the remnant Black River channel and
thence to the Green River.

e 1962: Howard Hanson Dam is completed for flood control purposes.

e 1895-1980: The Green/Duwamish River is channelized and diked for navigation and flood
control.

e 1945-2000: Residential, commercial, and industrial land uses expand, largely replacing farmlands
and forests in the western half of the Green-Duwamish Watershed.

e 2005: Tacoma Water (Tacoma Public Utilities, City of Tacoma) plans to first exercise its second
diversion water right, triggering new instream flow obligations.

3.2.2 City of Tacoma Withdrawals

Surface water is diverted from the middle Green River basin for municipal supply by the City of Tacoma,
which is the principal consumptive user of water from the mainstem Green River. In 1906 and 1908, the
City of Tacoma filed water right claims on the Green River for future withdrawals of 400 cfs . In 1911,
Tacoma began construction of a water diversion dam at RM 61 on the Green River. In 1913, construction

3 The summaries provided here draw heavily on direct text excerpts from the 1995 Ecology WRIA 9 Initial
Watershed Assessment, the 2000 WRIA 9 Habitat Limiting Factors and Reconnaissance Assessment Report, and the
2001 Tacoma Water Habitat Conservation Plan. Digital copies of those documents in their entirety are included on
the CD which accompanies this report.
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of a pipeline with a capacity of 65 cfs was completed. By 1952, pipeline capacity had been increased to
113 cfs as the pipeline was upgraded over the years. The existing pipeline is operated under Tacoma’s
First Diversion Water Right Claim (FDWRC)*. Water is continually diverted from the mainstem Green
River except at times of excessive turbidity (>5 NTUs), when Tacoma uses groundwater pumped from its
North Fork Green River well fields located upstream of Howard Hanson Dam and well fields located in
South Tacoma.

In 1985, Tacoma was granted a Second Diversion Water Right (SDWR) to an additional 100 cfs. Water
available under the SDWR is scheduled to first be utilized in spring 2005, subject to restrictions described
in Tacoma’s 2001 Final Habitat Conservation Plan which includes a 1995 agreement between the
Muckleshoot Indian Tribe and the City of Tacoma.

Tacoma’s FDWRC is not constrained by Washington State minimum instream flow requirements because
the asserted water right represented by its claim predates Ecology’s adoption of the basin’s instream flow
rules. However, in recent years, Tacoma has voluntarily cooperated with other agencies and groups to
minimize impacts of water withdrawals on fisheries and other instream resources.

Tacoma’s Second Diversion Water Right (SDWR) is subject to State-imposed minimum instream flows
at the USGS gage at Palmer. Additional constraints come from a 1995 agreement between the
Muckleshoot Indian Tribe (MIT) and Tacoma Public Utilities. The agreement with MIT provides that
upon first exercising of the SDWR, Tacoma’s FDWRC will be constrained by a commitment to support
instream flow levels measured at the USGS gage at Auburn.

Instream flow excerpts from the 1995 MIT/TPU agreement are reproduced below. State-imposed
regulatory instream flows for the Green River at Auburn and at Palmer were filed in June 1980 and are
published in chapter 173-509 Washington Administrative Code (WAC). As a general rule, regulatory
instream flows do not represent the flows which are necessarily achieved in the river, but rather establish
flow thresholds at which consumptive water withdrawals by junior (interruptible) water right holders
must cease. Water rights issued prior to the adoption of instream flow regulations are senior to, and are
normally exempt from, the instream flow regulations.

It should be noted that the above MIT/TPU agreement pre-dates and does not address the effects of the
joint USACE and Tacoma HHD Additional Water Storage (AWS) project. That project and its effects are
discussed in Section 3.2.3 which follows.

*1n 1971, a water right claim of 400 cfs was filed by Tacoma for this diversion. Under current conditions, Tacoma
withdraws up to 113 cfs under its FDWRC. A water right claim on file with the Washington State Department of
Ecology (Ecology) cannot be validated until an adjudication occurs. As part of its Habitat Conservation Plan,
Tacoma will not pursue adjudication of the full 400 cfs, but will voluntarily cap its FDWRC at 113 cfs
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AGREEMENT BETWEEN
THE MUCKLESHOOT INDIAN TRIBE
AND
THE CITY OF TACOMA
REGARDING THE GREEN/DUWAMISH RIVER SYSTEM
1995
(Section 2 presented to describe instream flow commitments.)

SECTION 2. INSTREAM FLOWS
2.1  Guaranteed Minimum Instream Flow Levels That Vary With Annual Conditions

TPU shall provide the following guaranteed minimum continuous instream flows, which
will vary with weather conditions during the summer months, in the Green River as
measured at the Auburn Gage. For Wet Years the minimum continuous instream flow
shall be 350 cfs. For Wet to Average Years’ the minimum continuous instream flow shall
be 300 cfs. For Average to Dry Years the minimum continuous instream flow shall be
250 cfs. For Drought Years, the minimum continuous instream flow shall range from 250
to 225 cfs, depending on the severity of the drought. Before any decision to drop instream
flows from 250 cfs to 225 cfs (as measured at the Auburn Gage), consultation among the
Resource Agencies, MIT, the Corps of Engineers, and TPU shall explore alternatives to
lowering the minimum continuous instream flow, and TPU shall comply with the
requirement of Section 2.6° of this Agreement.

2.2 Instream Flow Levels for Second Diversion

TPU shall meet the continuous instream flow requirements identified in Sections 2.2.1 and
2.2.2 whenever it is withdrawing water from the Green River with its Second Diversion.
TPU shall meet both sets of instream flow requirements before it can withdraw any water
with its Second Diversion. To the extent that these instream flow requirements are greater
than the State Instream Flows, these instream flow requirements control.

2.2.1 Instream Flow Requirements for Palmer Gage

TPU shall meet the following continuous instream flow requirements, as
measured at the Palmer Gage, as a condition of withdrawing water from the Green River
with its Second Diversion. From July 15 to September 15 of each year the continuous
instream flow level shall be 200 cfs. From September 16 to October 31 of each year the
continuous instream flow level shall be 300 cfs. For all other days of the year
(November 1 to July 14), the continuous instream flow level shall be 300 cfs, which is
the same as the State Instream Flows for those days.

> Wet, average, dry, and drought weather conditions are to be determined by conditions within Howard Hanson
Reservoir, considering the date and the current volume of water stored within the 24,200-acre-foot block of water
for flow augmentation purposes. Details are presented in the Tacoma HCP under Section 5.1.1: Habitat
Conservation Measure: HCM 1-01 FDWRC Instream Flow Commitment. The rule curves to determine weather
conditions are per HCP Figure 5.1 which is reproduced at the end of this text box.

% Section 2.6 is titled “Water Use Curtailment by TPU.”
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Instream Flow Requirements for Auburn Gage

2.2.2
In addition to the instream flow requirements of Section 2.2.1, from July 15 to

September 15 of each year, TPU shall meet the continuous instream flow requirement of
400 cfs, as measured at the Auburn Gage, as a condition of withdrawing water from the
Green River with its Second Diversion. TPU specifically understands that if instream
flows at the Auburn Gage fall below 400 cfs during the referenced period, the Second
Diversion may not be used even if the instream flow requirements in Section 2.2.1 are

being met.

Reservoir storage criteria for determining weather conditions: (HCP Figure 5.1)
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Figure 5-1. Storage reference zones within Howard Hanson Reservoir used to determine minimum flow conditions under yearly wet, average, dry and
drought conditions during the period 15 July to 15 September. The storage reference zones partain to the 24,200-acre-foot block of water
stored for low augmentation purposas

3.2.3 Flow Management at Howard Hanson Dam

Howard Hanson Dam (HHD) is a federally funded and operated project on the Green River at RM 64.5,
authorized by Congress for flood control and conservation storage. The conservation storage is used to
augment low summer/fall flows for fisheries enhancement. Dam construction began in February 1959,
and reservoir filling began in December 1961. No upstream fish passage facilities were originally
incorporated into HHD because it was located approximately 3.5 miles upstream from Tacoma’s
Headworks Diversion Dam which had blocked upstream fish passage since 1913. Fish utilization of the
upper basin is expected to be restored through several measures in the HCP. Those measures include
constructing a fish ladder and adult collection and trap-and-haul facility at the Tacoma Diversion to

provide passage to adult fish around the Headworks and HHD.

The U. S. Army Corps of Engineers (USACE) operates the dam to prevent flood flows over 12,000 cfs at
the Auburn gage and to provide a minimum discharge of 223 cfs from the dam to ensure that 110 cfs
passes the Palmer gage after diversion of up to 113 cfs by Tacoma Water. The conservation storage
operation of the dam involves capturing late winter and spring runoff and augmenting low flows in July,
nhc
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August, September, and October. The original design and operation of the project provides for 24,200 ac-
ft of water storage to augment low flows. The project operation was subsequently modified in the 1990s
to provide an additional 5,000 ac-ft of stored water for fisheries benefits, this being one element of a
planned Additional Water Storage (AWS) project.

Additional storage and flow management aspects of the AWS project are proposed as Habitat
Conservation Measure 2-02 of the Tacoma Water HCP. Under this HCP proposal, authorized uses of
HHD will be expanded to provide up to 20,000 ac-ft of additional stored water for municipal and
industrial use. The additional storage for the AWS project will be obtained by increasing the reservoir
water level during spring and summer months when the space is not required for flood control purposes.
Water will be added to the municipal storage pool under Tacoma’s Second Diversion Water Right at a
maximum rate of 100 cfs, subject to instream flow commitments at the time the water is stored. Water
withdrawals from the municipal storage pool will be made when needed by Tacoma Water and will be
exempt from further instream flow restrictions at the time of withdrawal.

Reservoir operation at HHD has evolved over time to recognize and address a variety of resource needs.
A summary of past operational practices may be found in Chapter 5 of Tacoma Water’s HCP. HHD
reservoir operation by the USACE currently involves frequent communication with members of the
Green River Flow Management Committee. This interagency committee was formed in 1987 and consists
of representatives from MIT, State, Federal, and county resource agencies, and other groups. The USACE
considers input from the group in an adaptive management strategy to adjust the refill and release regime
based on a short-term planning horizon.

Releases from HHD are adjusted to account for changing inflow and weather conditions to provide
additional flows to benefit fisheries resources, with consideration for whitewater recreational
opportunities and specific community activities’. Adjustments in the timing and rate of spring refill
represent a compromise between juvenile outmigrant passage through HHD reservoir and downstream
fisheries impacts. The refill strategy attempts to provide flows for steelhead spawning and incubation in
response to expected weather and runoff conditions.

3.2.4 Flow Statistics

Flow statistics were determined for a total of six sites on the mainstem Green River from River Mile 63.6,
just below Howard Hanson Dam, to River Mile 23.8, just below the confluence with Mill Creek
(Auburn). The sites were selected to correspond to the locations of active USGS stream gages and major
tributary inputs. The downstream end of the studied reach was selected in consultation with the WRIA 9
Technical Committee so as to concentrate the study resources in those reaches of the Lower/Middle
Green above the zone of tidal influence and of greatest interest for fish utilization.

The flow statistics are based on historical and simulated flows for USGS gage sites below Howard
Hanson Dam (USGS 12105900), at the Purification Plant near Palmer (USGS 12106700), and near
Auburn (USGS 12113000). The statistics representing current conditions are based on the daily flow data
published by the USGS for these sites for the period January 1964 through September 2002. The
statistics representing future conditions are based on daily flow simulation data provided by Tacoma
Water for these same sites for the period January 1964 through December 1995. The future flow data
represent full exercising of Tacoma’s Second Diversion Water Right in combination with the
implementation of the Additional Water Storage Project and adherence to all applicable instream flow
commitments.

7U.S. Army Corps of Engineers (USACE). 1995. Howard Hanson Dam draft environmental impact statement for
operation and maintenance.

Green River Water Quantity Assessment 3-7 nhc
September 2005



Daily flows for other sites were estimated by linear interpolation of same-day flows at the Palmer and
Auburn gages, based on basin area. The sites near Palmer and Auburn are significant both for data
availability and because they are control points for instream flow regulations. The difference between
same-day flows at Palmer and Auburn reflect the combination of local inflows and channel routing
effects. Local inflows are the cumulative surface and groundwater inputs from tributary streams and
basins (e.g. flows from Icy Creek Springs and Newaukum Creek). Channel routing effects include flow
travel time and the volume of water going into and out of channel and floodplain storage during periods
of rising and falling stages. The methods used by Tacoma Water to evaluate future flows under the
SDWR did not specifically address routing effects. As a simplifying assumption, the SDWR evaluations
assumed that the incremental flows between Palmer and Auburn for the simulation period were identical
to historical incremental flows except for negative incremental flows which were treated as zero values.

During periods of rapidly rising flow, about 6 days per year on average, daily flows at Auburn are less
than those at Palmer because channel routing effects (i.e. water put into storage) are greater than local
inflows. By ignoring such negative incremental flows, the future condition modeling slightly exaggerates
the total annual volumes of local inflow below Palmer. The modeling also fails to adjust the computed
local inflows for the very different channel routing effects which will occur during spring months once
the Additional Water Storage project is operational and is storing the spring freshets. These model
limitations are noted but should not adversely affect the overall model results. Significant channel routing
effects would be most closely associated with flood periods when low streamflows would not limit
Tacoma withdrawals.

Tables 3.2 to 3.8 below present the flow statistics computed for the mainstem Green River for current and
future conditions. Monthly flow statistics were determined by computing the mean monthly discharge
and the 7-day low flow for each month of record and then sorting the data. On average, 50% exceedance
(or median) values are exceeded in one half of all years; 90% exceedance values are exceeded in 9 years
out of 10. Conversely, flows are equal to or lower than the 90% exceedance values about 1 year in ten.
The 7-day low flow amounts were computed as 7-day average flows reported for the last day of the
period, such that the 7-day period from October 26 through November 1 is treated as a November value.

The methods used here are different from those used for the Tacoma Water HCP. The methods used for
the HCP determined statistics from sorted daily values without first aggregating to average monthly and
7-day values. Methods with and without data aggregation are both commonly used, but produce different
results as described below.

. The median (50% exceedance) mean monthly flows presented here are generally larger than
the median monthly flows presented in the HCP®. Monthly flows in this report are higher
because the flow volumes associated with flood events are always included in the monthly
average flows. In a daily flow approach used for the HCP, the days with flood events are
assigned small exceedance values (typically less than 10%) and are not reflected in the median
flows. The methods used in this report to describe monthly flows were selected as being most
appropriate in the context of a water balance assessment.

. The 90% exceedance 7-day low flows presented here for each month are generally smaller
than the 90% exceedance flows presented for each month in the HCP. Flows reported here
are lower because the methods for the HCP considered all flows in a month whereas the
methods for the current work considered only the lowest 7-day period in each month. The
methods used in this report to describe low flows were selected as being most appropriate in
the context of discussing low flows as a limiting factor to fish utilization of the watershed.

¥ Monthly exceedance hydrographs for various scenarios are presented in Chapter 7 of the HCP.
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Table 3.2

Green River Flow Statistics
RM 63.6 Below HHD (USGS Gage 12105900)
Basin Area = 221 square miles

Mean Monthly Flows, cfs

Current Conditions

Future Conditions

Month 50% 90% 50% 90%
Exceedance | Exceedance | Exceedance | Exceedance
January 1,538 595 1,432 549
February 1,153 573 1,178 533
March 1,060 721 745 481
April 1,295 756 1,113 523
May 1,222 528 1,299 700
June 640 289 723 370
July 351 237 417 329
August 244 220 363 334
September 290 223 371 323
October 492 221 463 297
November 1,029 412 1,034 372
December 1,373 674 1,430 746

7-Day Low Flows, cfs

Current Conditions Future Conditions

Month 50% 90% 50% 90%
Exceedance | Exceedance | Exceedance | Exceedance
January 550 366 526 362
February 707 359 693 361
March 684 408 413 390
April 826 566 574 396
May 715 257 828 409
June 371 230 429 288
July 252 222 361 297
August 235 212 339 313
September 232 213 342 307
October 246 202 339 266
November 391 218 443 224
December 585 370 600 359
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Table 3.3

Green River Flow Statistics

Basin Area = 231 square miles

RM 60.5 Near Palmer (USGS Gage 12106700)

Mean Monthly Flows, cfs

Current Conditions

Future Conditions

Month 50% 90% 50% 90%
Exceedance | Exceedance | Exceedance | Exceedance
January 1,532 499 1,263 397
February 1,153 490 1,053 407
March 1,024 692 668 394
April 1,280 702 1,030 434
May 1,135 472 1,210 606
June 567 200 533 247
July 244 135 216 143
August 136 116 175 145
September 187 115 177 139
October 434 129 260 134
November 1,015 319 874 255
December 1,345 628 1,260 580

7-Day Low Flows, cfs

Current Conditions Future Conditions

Month 50% 90% 50% 90%
Exceedance | Exceedance | Exceedance | Exceedance
January 479 293 354 261
February 643 272 557 259
March 641 344 324 300
April 789 469 490 300
May 643 174 689 247
June 275 135 300 185
July 151 115 175 110
August 125 103 150 125
September 133 103 154 121
October 151 106 150 112
November 335 127 290 118
December 507 293 412 258
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Table 3.4

Green River Flow Statistics

RM 50.0 In Gorge

Basin Area = 253 square miles

Mean Monthly Flows, cfs

Current Conditions

Future Conditions

Month 50% 90% 50% 90%
Exceedance | Exceedance | Exceedance | Exceedance
January 1,632 569 1,350 430
February 1,240 536 1,147 435
March 1,101 745 746 451
April 1,339 765 1,088 491
May 1,183 499 1,260 635
June 602 220 562 274
July 272 154 241 170
August 155 133 193 165
September 208 135 205 154
October 454 143 282 149
November 1,037 352 906 271
December 1,434 664 1,344 652

7-Day Low Flows, cfs

Current Conditions Future Conditions

Month 50% 90% 50% 90%
Exceedance | Exceedance | Exceedance | Exceedance
January 539 350 394 305
February 713 321 622 309
March 718 382 430 347
April 857 516 551 354
May 678 204 741 280
June 309 159 333 211
July 173 136 198 131
August 139 122 168 142
September 148 121 171 139
October 165 122 178 130
November 362 144 311 137
December 561 339 471 312
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Table 3.5

Green River Flow Statistics
RM 48.0 Below Icy Creek Springs
Basin Area = 275 square miles

Mean Monthly Flows, cfs

Current Conditions

Future Conditions

Month 50% 90% 50% 90%
Exceedance | Exceedance | Exceedance | Exceedance
January 1,732 635 1,476 471
February 1,312 571 1,238 476
March 1,167 791 815 505
April 1,390 826 1,143 546
May 1,229 526 1,308 662
June 635 240 596 300
July 303 171 264 197
August 172 148 210 178
September 226 150 226 169
October 474 157 303 164
November 1,084 383 931 287
December 1,531 699 1,423 684

7-Day Low Flows, cfs

Current Conditions Future Conditions

Month 50% 90% 50% 90%
Exceedance | Exceedance | Exceedance | Exceedance
January 597 393 461 346
February 797 356 661 358
March 780 428 514 395
April 916 562 615 400
May 720 234 802 312
June 340 177 367 236
July 194 154 220 151
August 156 139 190 159
September 164 137 192 156
October 185 137 198 145
November 383 159 332 150
December 613 369 524 344
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Table 3.6

Green River Flow Statistics
RM 40.7 Below Newaukum Creek
Basin Area = 310 square miles

Mean Monthly Flows, cfs

Current Conditions

Future Conditions

Month 50% 90% 50% 90%
Exceedance | Exceedance | Exceedance | Exceedance
January 1,914 747 1,685 556
February 1,466 691 1,379 622
March 1,302 866 924 592
April 1,470 884 1,233 637
May 1,306 570 1,389 706
June 689 276 658 344
July 354 200 299 224
August 204 179 237 200
September 255 175 257 193
October 508 179 338 185
November 1,162 422 976 314
December 1,695 756 1,553 733

7-Day Low Flows, cfs

Current Conditions Future Conditions

Month 50% 90% 50% 90%
Exceedance | Exceedance | Exceedance | Exceedance
January 715 460 581 405
February 890 433 730 416
March 907 526 637 469
April 1,012 639 706 477
May 798 284 879 364
June 397 208 412 275
July 228 182 256 183
August 182 167 222 187
September 191 160 224 183
October 217 160 228 170
November 416 185 366 173
December 700 420 597 397
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Table 3.7

Green River Flow Statistics

Basin Area = 397 square miles

RM 31.4 Near Auburn (USGS Gage 12113000)

Mean Monthly Flows, cfs

Current Conditions

Future Conditions

Month 50% 90% 50% 90%
Exceedance | Exceedance | Exceedance | Exceedance
January 2,335 947 2,191 764
February 1,854 923 1,711 829
March 1,642 1,049 1,253 794
April 1,714 1,044 1,459 857
May 1,462 676 1,541 812
June 825 382 808 449
July 453 283 389 289
August 273 244 305 250
September 326 237 332 250
October 579 237 424 236
November 1,349 497 1,127 379
December 2,090 896 1,898 851

7-Day Low Flows, cfs

Current Conditions Future Conditions

Month 50% 90% 50% 90%
Exceedance | Exceedance | Exceedance | Exceedance
January 998 589 849 515
February 1,128 619 911 585
March 1,152 764 868 644
April 1,213 825 917 663
May 1,005 403 1,010 491
June 516 309 521 350
July 314 243 344 250
August 249 223 300 250
September 256 209 300 250
October 297 213 300 225
November 513 247 450 229
December 902 523 782 510
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Table 3.8

Green River Flow Statistics
RM 23.8 Below Mill Creek (Auburn)
Basin Area = 419 square miles

Mean Monthly Flows, cfs

Current Conditions

Future Conditions

Month 50% 90% 50% 90%
Exceedance | Exceedance | Exceedance | Exceedance
January 2,408 986 2,258 817
February 1,958 981 1,812 878
March 1,707 1,096 1,353 848
April 1,772 1,090 1,533 914
May 1,505 703 1,599 839
June 860 409 846 476
July 478 303 415 306
August 292 260 323 265
September 343 252 351 264
October 597 251 446 249
November 1,398 516 1,165 395
December 2,192 931 1,975 881

7-Day Low Flows, cfs

Current Conditions Future Conditions

Month 50% 90% 50% 90%
Exceedance | Exceedance | Exceedance | Exceedance
January 1,071 619 912 543
February 1,192 658 958 623
March 1,203 825 1,007 699
April 1,291 872 973 711
May 1,064 436 1,067 524
June 547 335 552 369
July 335 258 364 265
August 266 238 318 263
September 273 224 316 260
October 317 226 317 238
November 535 261 471 243
December 959 541 833 538
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3.3 Major Tributaries to Lower/Middle Green River

The major tributaries to the study reach of the Lower/Middle Green River are Mill Creek which joins the
Green at RM 23.8, Soos Creek at RM 33.8, and Newaukum Creeck at RM 40.7. These three tributaries
d